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Prandtl Memorial Lecture and
Plenary Lectures

PML: Turbulent-laminar patterns
Speaker: Tuckerman, Laurette (Sorbonne Université)
Date: March 18, 2024 14:00-15:00

Room: G26/H1
Laudation: Thévenin, Dominique

Experiments and numerical simulations have shown that turbulence in transitional wall-bounded
shear flows such as plane Couette and Poiseuille flow frequently takes the form of long oblique bands,
if the domains are sufficiently large to accommodate them. At their upper Reynolds-number thresh-
old, laminar regions carve out gaps in otherwise uniform turbulence, thereby forming regular oblique
turbulent-laminar patterns with a large spatial wavelength.

At the lower threshold, isolated turbulent bands sparsely populate otherwise laminar domains and
complete laminarization takes place via their disappearance characterized by the 2D directed perco-
lation scenario.

PL1: Nonlocal interaction problems with anisotropy
Speaker: Mora, Maria Giovanna (Universita di Pavia)
Date: March 18, 2024 15:00-16:00

Room: G26/H1
Chair: Conti, Sergio

Nonlocal interaction energies play a pivotal role in describing the behaviour of large systems of parti-
cles, in a variety of applications ranging from biology to physics and materials science. A fundamental
question is understanding the optimal arrangement of particles at equilibrium, which are described,
atleastin average, by minimisers of the energy. Traditionally, the focus of the mathematical literature
on nonlocal energies has been on radially symmetric potentials, which model interactions depending
on the mutual distance between particles. On the other hand, the mathematical study of anisotropic
potentials has been very limited until recently, despite their natural occurrence in modelling systems
of particles where a preferred direction of interaction is present. In this lecture | will review some clas-
sical results for radially symmetric interactions and | will discuss some more recent results shedding
light on the role of anisotropy on optimal distributions.

PL2: Contributions of 4D imaging in mechanics of materials
Speaker: Hild, Francois (LMPS / ENS Paris-Saclay)
Date: March 19, 2024 11:00-12:00

Room: G26/H1
Chair: Hartmann, Stefan

3D imaging (e.g., via x-ray tomography) has become popular for analyzing material microstructures
and quantifying their temporal changes. When time lapse series of 3D pictures are acquired during a
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single experiment, it is possible to measure displacement fields via digital volume correlation (DVC),
thereby leading to 4D results. Such 4D analyses have been performed for more than one decade in
the field of mechanics of materials.

The presentation aims at reviewing the achievements of and challenges faced by such measurement
technique. A general and unified DVC framework is introduced and its extension to 4D spacetime
registrations is discussed. The analysis of in-situ experiments illustrates how mechanically relevant
parameters are extracted and how models may be validated. The current challenges are examined
and some propositions are given to address them.

PL3: Enforcing physics structure in scientific machine learning: The role of
projection-based reduced-order modeling
Speaker: Willcox, Karen E. (University of Texas at Austin)

Date: March 19, 2024 12:00-13:00
Room: G26/H1
Chair: FaRbender, Heike

Surrogate modeling plays a critical role in achieving design, control and uncertainty quantification
for complex systems. It is also a key enabling technology for predictive digital twins. This talk dis-
cusses recent work that combines classical ideas from projection-based reduced-order modeling with
a data-driven scientific machine learning perspective. The result is a scalable, non-intrusive, physics-
informed approach to surrogate modeling. Rather than learn a generic approximation with weak
enforcement of the physics, as in other machine learning approaches, we learn low-dimensional op-
erators of a dynamical system whose structure is defined - through the lens of projection - by the
physical problem being modeled. The talk will highlight the importance of embedding this physics
structure, especially for challenging problems in engineering where training data are sparse and ex-
pensive to acquire.

PL4: Dynamics and control of aerial manipulation
Speaker: Beitelschmidt, Michael (TU Dresden)
Date: March 21, 2024 11:00-12:00

Room: G26/H1
Chair: Eberhard, Peter

Unmanned automated aerial vehicles (UAV) have developed rapidly in recent years and are already
available on the consumer market as camera drones and toy drones. They are also used in profes-
sional environments for monitoring and inspection tasks. Future applications include transport and
delivery drones, agricultural drones and passenger transport. “Aerial manipulation”, in which robotic
tasks are carried out from hovering UAV platforms, is currently developing as a new field of applica-
tion.

The principle of the rigid multicopter has proven itself for most of the tasks mentioned. Here, several
rotors (propellers) are attached to a platform and all flight manoeuvres can be performed by varying
the speed and thus the thrust of the rotors.

The frequently used quadrocopter is under-actuated and unable to apply forces and torques in all
directions from its initial position. This can only be achieved with fully actuated devices that have at
least 6 rotors or active tilt rotors. For this reason, such UAVs are particularly suitable as platforms for
manipulation tasks.

Aerial manipulation requires new types of UAVs that are specially designed for this task. This applies
to the hardware on the one hand, but in particular to the guidance, navigation and control (GNC).
While a classic drone mainly has position and speed control, manipulation tasks also require forces
to be controlled in certain spatial directions. In addition, a manipulation task can consist of different
phases with different kinematic configurations and changing controller structures. An overview of
aerial manipulation tasks currently under development is given. The mounting of a screw by a fully-
actuated hexacopter is shown as an example of an air manipulation task.



PL5: Conquering the quantum world: old problems and new challenges for the ap-
plied mathematics community
Speaker: Cances, Eric (Ecole des Ponts ParisTech and INRIA Paris)

Date: March 21, 2024 12:00-13:00
Room: G26/H1
Chair: Friesecke, Gero

In a seminal article in 1929, P.A.M. Dirac wrote: "The underlying physical laws necessary for the math-
ematical theory of a large part of physics and the whole of chemistry are thus completely known,
and the difficulty is only that the exact application of these laws leads to equations much too compli-
cated to be soluble. It therefore becomes desirable that approximate practical methods of applying
quantum mechanics should be developed, which can lead to an explanation of the main features of
complex atomic systems without too much computation.”

This quote is more relevant than ever now that modern model order reduction and numerical meth-
ods (e.g. reduced bases combined with a posteriori error estimators, geometric optimization meth-
ods, hierarchical tensors, randomized linear algebra, quantum embedding methods...) combined
with current or expected computing power (exascale computers, quantum computers) are opening
new perspectives. This field of research is generating intense activity in computational physics, chem-
istry and materials science, and it is vital for our community not to miss out on this essential field of
research for addressing the scientific challenges of the 21st century (energy production and storage,
drug design, atomic and molecular-scale engineering...).

In this lecture, I will illustrate the richness of this scientific field in terms of mathematical and numerical
methods, as well as applications, and discuss some current challenges.

PL6: Dynamic fracture simulations with peridynamics and phase-field fracture
Speaker: Weinberg, Kerstin (University Siegen)
Date: March 21, 2024 16:30-17:30

Room: G26/H1
Chair: Reese, Stefanie

Peridynamics and phase-field fracture are non-local methods to compute fracturing solids efficiently.
While cracks in a solid are sharp two-dimensional interfaces, the phase-field approach regularizes the
material discontinuities with smooth transitions between broken and unbroken states. This allows
convenient calculations for problems with static or dynamic crack propagation. The deformation and
the phase field follow energy optimization but rely on the classical continuum theory to describe the
solid.

In contrast, the peridynamic modeling of the body is already based on a non-local description of the
continuum. This entails problems, especially with the reproducibility of the classical solutions, but
offers a very efficient calculation method for dynamic crack propagation.

In this lecture, both methods will be presented and compared with each other, particularly with regard
to dynamic crack propagation. We will study the relationships of critical non-local fracture parameters
and focus on the accuracy of the two methods in simulating wave propagation, superposition, and
cracking at critical states, e.g., for simulating splintering slices and breaking spaghetti.

PL7: Topological Design Problems and Massive Integer Optimization
Speaker: Leyffer, Sven (Argonne National Laboratory)

Date: March 22, 2024 11:00-12:00
Room: G26/H1
Chair: Walther, Andrea

Topological design problems arise in many important manufacturing and scientific applications, such
as additive manufacturing and the optimization of structures built from trusses. Topology design op-
timizes the material layout within a design space to satisfy given global load constraints and boundary



conditions, represented by partial differential equations (PDEs). Traditionally, the PDEs have been dis-
cretized using the finite-element method with additional continuous variables that model the density
of the material within each finite element, giving a (discretized) layout of the material.

In contrast, we model the material layout using binary variables to represent the presence or absence
of material in each finite element. This approach results in a massive mixed-integer nonlinear opti-
mization (MINLO) problem, where the nonlinearities arise from the discretization of the governing
PDEs. At first sight, such an approach seems impractical, because it requires a massive number of
binary variables (one per finite element): the number of binary variables is driven by the accuracy
requirements of the finite-element discretization. We show empirically that traditional MINLO algo-
rithms that search a branch-and-bound tree cannot solve these topology optimization problems with
even a coarse finite-element discretization.

Recently, a new class of methods have been proposed for solving MINLOs that arise from the dis-
cretization of differential equations. These methods solve a single continuous relaxation of the
MINLO, which relaxes the integrality requirement on the binary variables. Given the optimal solution
of this relaxation, we apply a rounding technique that relies on space-filling curves. These rounding
techniques have a remarkable convergence property, and can be shown to asymptotically converge
to the global optimum as we refine the finite-element mesh. We illustrate these solution techniques
with examples from topology optimization arising in the design of electro-magnetic cloaking devices.

PL8: Mixed-initiative engineering design
Speaker: Elgeti, Stefanie (TU Wien)
DEN(K March 22, 2024 12:00-13:00

Room: G26/H1
Chair: Kowalski, Julia

Product innovation is a multi-step process: a creativephase where ideas are born, an evaluationphase
where the ideas are evaluated, and an implementationphase where these ideas become tangible.
While computer-based assistance systems are already available for the latter two phases, creativity
is often still considered an exclusively human attribute. However, recent advances in artificial in-
telligence (Al) have challenged this notion, as creative Al agents are increasingly integrated into our
daily lives and have demonstrated their potential to create original content (e.g., ChatGPT, DALL-E,
MuseNet, DeepDream). In light of these advances, a new field of research has emerged in the area
of Al-enabled design processes, leading to a more-than-human design process in which a computer
agent collaborates with a design team to efficiently and creatively explore the entire design space in
search of novel design solutions.

To this end, we will demonstrate new technologies, such as how Variational Autoencoders (VAE) can
be used to learn low-dimensional, yet feature-rich shape representations. This approach promises
significant improvements in both performance and variety of shapes that can be learned. The result-
ing geometric representation is then incorporated into a shape optimization framework. In addition,
we explore the potential of reinforcement learning (RL) as an optimization strategy. RL is based on
the trial-and-error interaction of an agent with its environment. As such, RL can be characterized
as experience-driven, autonomous learning. While not necessarily superior to classical optimization
algorithms (such as gradient-based approaches) for a single optimization problem, based on the ex-
isting literature, we expect RL techniques to thrive when recurrent optimization tasks arise.
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Chair(s): Ebel, Henrik
FlaRkamp, Kathrin

In this talk we explain why the existence of near-optimal solutions of optimal control problems with
an appropriate distributed structure allows for a curse-of-dimensionality-free representation of the
solution of the problem with neural networks. Such a representation is needed in particular when
the optimal control problem is solved be means of deep reinforcement learning. We present results
for the existence of such structures for linear quadratic problems based on suitable graph-theoretic
interconnection structures of the dynamics and the cost and illustrate these results by examples.

Core advantages of Model Predictive Control are its applicability to nonlinear multi-input systems with
constraints and the variety of tailored numerical algorithms and powerful software tools enabling
real-time implementation [1]. Hence the application of MPC to cyber-physical systems (or to multi-
agent systems) is of pivotal interest in many application domains such as energy systems, logistics and
transport, and robotics [2]. In this talk we present recent results on collaborative distributed NMPC
for cyber-physical systems. We discuss a family of algorithms which is based on the decomposition
of primal-dual Newton steps arising from Sequential Quadratic Programming (SQP) [3]. We show
how the underlying partially separable problem structure translates into partially separable Newton
steps which can then be computed in decentralized fashion, i.e., based only on neighbor-to-neighbor
communication. We formulate a framework for decentralized real-time iterations in distributed NMPC
that allows for local stability guarantees. Our findings are illustrated with several examples including
real-time implementations [4].



[1] Gros, S., Zanon, M., Quirynen, R., Bemporad, A., & Diehl, M. (2020). From linear to nonlinear MPC:
bridging the gap via the real-time iteration. International Journal of Control, 93(1), 62-80.

[2] Christofides, P. D., Scattolini, R., de la Pena, D. M., & Liu, J. (2013). Distributed model predictive
control: A tutorial review and future research directions. Computers & Chemical Engineering, 51,
21-41.

[3] Stomberg, G., Engelmann, A., & Faulwasser, T. (2022). Decentralized non-convex optimization via
bi-level SQP and ADMM. In 61st Conference on Decision and Control (CDC), 273-278.

[4] Stomberg, G., Ebel, H., Faulwasser, T., & Eberhard, P. (2023). Cooperative distributed MPC via de-
centralized real-time optimization: Implementation results for robot formations. Control Engineering
Practice, 138, 105579.

This talk addresses the design of distributed controllers for the coordination of nonlinear constrained
multi-agent systems with cooperative goals. An optimization-based control framework is proposed
that merges tracking and planning. Furthermore, Voronoi partitions are utilized to achieve efficient
collision avoidance and distributed cooperative objectives (coverage or learning unknown environ-
ments). Experimental results for coverage control in unknown environments are provided utilizing
miniature cars. Key features of the proposed methodology are rigorous closed-loop guarantees and
a distributed implementation with limited communication.

Notable challenges in the distributed control of multi-agent systems include: (i) nonlinear constrained
dynamics, (ii) collision avoidance, (iii) need for cooperation & coordination to achieve the control
goal. Typical control objectives include exploration of the environment, consensus or coverage. Non-
linear dynamics and collision avoidance requirements occur naturally if autonomous robots (aerial,
wheeled, or legged) are deployed.

First, we discuss how coordination of nonlinear constrained systems can be achieved using a tracker-
planner framework. Specifically, a centralized planner is utilized to compute optimal setpoints for
local agents and local controllers are used to track this setpoint. To this end, a model predictive con-
trol (MPC) formulation is proposed that achieves setpoint tracking for complex nonlinear dynamics.
Key features of this approach are a simple design, local distributed control, applicability to complex
nonlinear constrained dynamics, and low communication requirements.

We particularize this approach to solve the coverage control problem, i.e., coordinating multiple
agents to optimally cover an area, under initially unknown environments and with collision avoidance
constraints. Specifically, we leverage connections to the classical Lloyd algorithm that alternates the
computation of a Voronoi partition and a desired setpoint. We achieve collision avoidance by incor-
porating this Voronoi partition in the MPC formulation. Furthermore, the Voronoi partitions enable
a distribution of the coverage control objective. Thus, we achieve the coverage objective by locally
optimizing the coverage cost directly in the tracking MPC and communication is only needed to up-
date Voronoi partitions, yielding a “one-layer” approach. We also show that this formulation can be
naturally extended to deal with unknown environments by utilizing online learning and an optimistic
objective in the local MPC schemes. Finally, we provide hardware results with miniature race cars,
demonstrating practicality and efficacy of the overall framework.

The problem of solving large-scale distributed optimal control problems (OCP) frequently arises in
the context of iterative distributed model predictive control (DMPC) for multi-agent systems. Besides
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approaches such as the alternating direction method of multipliers (ADMM), decentralized dual de-
composition, or Jacobi iterations, sensitivity-based approaches represent one possibility to solve such
high-scaled OCPs in a distributed and computationally efficient manner. To this end, the local cost
functions are extended by linear approximations of the cost functionals of neighboring agents which
ensures coordination between agents. The main advantage of this approach is that even for nonlinear
OCPs the sensitivities can be calculated in a computationally efficient manner using optimal control
theory and that only one neighbor-to-neighbor communication step per iteration is required in which
trajectories need to be exchanged between neighbors. In the course of this presentation, a sensitivity-
based approach for the distributed solution of multi-agent systems with nonlinear continuous-time
dynamics and state/input couplings is derived. Furthermore, a local fixed-point iteration scheme is
presented for the efficient solution of the local optimal control problems arising at the agent level. In
addition, the convergence of the sensitivity-based algorithm in combination with a finite number of
local fixed-point iterations is investigated.The presentation will begin with defining the problem class
and the central optimization problem. Subsequently, it is shown how the sensitivities are calculated
for the problem at hand and how these sensitivities can be used to realize a distributed optimiza-
tion algorithm for solving optimal control problems. Furthermore, it is presented how the fixed-point
scheme can be used to efficiently solve the local optimization problem. Finally, simulation results for a
nonlinear example system are presented. Special attention is paid to the verification of the theoretical
convergence properties of the algorithm.

The performance of a distributed Model Predictive Control Scheme (DMPC) depends on many pa-
rameters, e.g., the prediction horizon length, the design of the cost function with its parameters, the
sampling size, a dynamic priority order of optimisation for the agents, internal tolerance parameters
of the solver. Suppose the operation space is quantised to attenuate the effort of the communication
burden. In that case, more parameters come into play, i.e., the size of the grid cells, and probably
reduced communication schemes to ensure the information exchange between the agents. Hence,
as these parameters span a multi-dimensional hypercube of parameter values, an efficient sensitiv-
ity analysis is beneficial to obtain the optimal parameter setting to prevent a full exploration of the
multi-dimensional parameter configuration space. In this scenario, we explore the elementary effects
method, also known as the method of Morris, which allows us to explore the optimal parameter set-
ting for a first screening in this spanned parameter hypercube efficiently and systematically. Without
prior knowledge, the elementary effect method allows for exploring the impact and coupling of model
and input parameters with a reduced number of necessary model runs by changing one factor at a
time, i.e., one parameter value. While this method has the drawback of being able to explore only
one output parameter, this perfectly matches our scenario due to the restriction to the performance
criterion, i.e., the convergence of all distributed agents when they match their target condition. We
explore Morris' method in a DMPC setting applied to a set of simulated mobile robots, sharing a quan-
tised operation space and carrying out the optimisation online. We combine this scenario with a set
of priority rules to conduct the performance exploration regarding the chosen parameter setting and
present the results of the Morris sensitivity analysis demonstrating an efficient sensitivity approach,
which could be applied to a variety of DMPC schemes not restricted to robotics only.

Distributed control offers plentiful advantages for decision-making in networks of systems as it can
work without a central decision-making entity, facilitating flexibility and extensibility. Moreover, it gets
rid of the single point of failure that a central decision maker would be. However, in most distributed
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control research, afundamental assumption is that all agents in the network are benevolent, meaning
that they are doing their best to fulfill their assigned control task, given the available information from
the network. However, if networks of systems are employed in open or uncontrolled environments,
where some of the flexibility advantages really come to fruition, malevolent actors may take part in
the distributed control task. Thus, this contribution aims to identify anomalous behavior of network
agents to be able to single out potential malevolent agents based on observation data. Critically, due
to the interconnectedness of networks of systems, it can be particularly hard to identify which system
is culpable for reduced overall performance.

The contribution looks at the prototypical task of formation control, which can be interpreted rather
generally as a group of systems coordinating their states relative to one another in a cooperative
fashion. A possible physical realization is the formation control of mobile robots, which is in the
focus of this work since it has practical applications, e.g., for transportation or manipulation tasks.
Methodologically, the contribution proposes an inverse optimal-control approach to identify a behav-
ior model for each participating robot using the data communicated on the network. The approach
benefits from the fact that, for engineering systems, the physical dynamics of the systems is often
known quite well. Therefore, as a behavior model, this work formulates a model predictive control
(MPC) problem subject to the known system dynamics but with unknown cost function. Fitting the
MPC problem, i.e., the cost function, to the observation data furnishes the behavior model. As this
work shows, in some cases of anomalous behavior, the identified cost function can directly be useful
to categorize the observed behavior reliably. Moreover, an interesting research question discussed
is how well an MPC-based behavior model works when the actual decision-making mechanism em-
ployed by the robots is of different structure, e.g., a different distributed MPC scheme or even a
controller not in the realm of distributed optimal control. Finally, an outlook is given for identification
methods that do not rely on an a-priori model of the system dynamics.

14



MS2: Hierarchical Modeling in Computational Engineering
Organizer(s):  Torrilhon, Manuel (RWTH Aachen University)
Giesselmann, Jan (Technical Universtiy of Darmstadt)
Kowalski, Julia (RWTH Aachen University)

MS2: Hierarchical Modeling in Computational Engineering
Date: March 19, 2024 14:00-16:00
Room: G22/110

Chair(s): Giesselmann, Jan
Kowalski, Julia
Torrilhon, Manuel

We consider Signorini’'s problem with friction. Our reference friction law is a nonlinear one based on
the work of Betten, which behaves for small contact stress like Coulomb’s law and for high contact
stress like the one of Tresca. The numerical effort for treating Coulomb’s and especially Tresca's
friction law is much smaller than for the nonlinear one of Betten. Hence, we want to choose the
friction law in the computation adaptively.

In this talk, we focus on the model adaptive algorithm and its two main ingredients: The a posteriori
error estimator and the strategy for choosing the model. We derive the a posteriori error estimator
using the dual weighted residual (DWR) technique considering user-defined nonlinear quantities of
interest. The main challenge is to handle the non-smoothness of the underlying frictional contact
problem. That is why we introduce a special linearization technique in the derivation. The adaptive
strategy has to take into account the localized estimated error and the mechanical contact situation
in order to achieve an efficient model distribution. We present our algorithmic approach to handle
these two demands.

Finally, we discuss some numerical results concerning the model adaptive algorithm substantiating
the efficiency and the accuracy of it. Furthermore, we give a short outlook on the integration of mesh
adaptivity into the presented approach and on the application on realistic problems from the field of
sheet-bulk-metal-forming.

Homogenization techniques are very advantageous to account for microstructural mechanisms which
can be related to nonlinearities and time-dependency due to elasto-plasticity behavior. However,
their advantages are diminished by increasing computational demand. The present contribution
deals with the balance of accuracy and numerical efficiency of nonlinear homogenization associated
with a framework of goal-oriented adaptivity which takes into account error accumulation over time.
To this end, model adaptivity of homogenization methods is coupled to temporal and mesh adaptivity
on the macro scale. The new proposed adaptive procedure is driven by a goal-oriented a posteriori
error estimator based on duality techniques using downwind and upwind approximations. Duality
techniques originated from the dual-weighted residual method and allow a link between the primal
problem and a user-defined quantity of interest. Due to nonlinearities and time-dependency of plas-
ticity, the estimation of error transport and error generation is often obtained with a backward-in-time
dual method despite a high demand on memory capacity. In this contribution, the dual problem is
solved with a forward-in-time dual method that allows estimating the full error during the resolution
of the primal problem without the need for extra memory capacity. Several numerical examples in
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this paper illustrate the effectiveness of the proposed adaptive approach based on downwind ap-
proximations in comparison to upwind approximations.

In this talk, I will discuss strategies to build hierarchies of surrogate models for partial differential
equations (PDEs) on parametric domains. Focusing on the case of an elliptic PDE, | will discuss how the
parametric representation of the shape of the domain affects the performance of some surrogates.
I will then move to interface problems, showing that polynomials surrogates are not well-suited for
some quantities of interest and neural networks with ReLU activation function provide instead a viable
solution.

The radiative transfer equation describes the propagation of electromagnetic radiation through a
medium, which is relevant for several applications, such as optical tomography techniques. The un-
known quantity, i.e., the specific intensity, is defined on a six-dimensional phase-space, consisting of
position and velocity variables. One line of classical approaches expands the velocity-dependence
of the specific intensity into a power series. The corresponding coefficients in this series, called mo-
ments, still depend on position. The radiative transfer equation can then be rewritten as an infinite
coupled system of partial differential equations for these moments. Determining the first N moments
by using the first N equations is not possible, because higher-order moments are contained in these
equations. Finding models for these higher-order moments by the first N moments leads to the so-
called moment closure problem. Several approaches have been developed in the past. For example,
the PN closure, which simply sets all higher-order moments to zero; or entropy closures, which pose
additional constraints by minimizing a functional. In this talk we discuss different approaches that
aim to construct moment closures by data-driven approaches.

In geotechnical safety analyses, process and system understanding need to be demonstrated by nu-
merical simulations of coupled physical phenomena such as multiphase flow, heat transport and ge-
omechanics. Adequacy and utility of such analyses rest, among others, on four pillars: balance-based
physical process models, a large number of constitutive relations, a range of methods from numerical
mathematics, and the implementation of all former aspects in reliable software.

Rather than basing decisions on full-complexity models alone, a hierarchy of models with increasing
complexity is conducive to confidence building from an engineering perspective.

Software development, likewise, can benefit from a clear separation of distinct aspects of the overall
models. This implies a reduction of redundancy in code, facilitating in turn software maintenance
and quality assurance, as well as hierarchical testing. Verification and validation must encompass the
entire model chain, starting from experimental data used for calibration, over the models themselves
implemented in the corresponding software, the final input-based parameterization, to the output
and derivation of decision-relevant metrics.

We discuss the links between software architecture, hierarchical process models with different de-
grees of coupling and process detail, material knowledge management and verification/validation
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workflows for safety-critical applications. We highlight systematic approaches to address this chal-
lenge including the open-source software packages OpenGeoSys and MGIS/MFront.

As an example we will focus on the discussion of international modelling initiatives linked to the analy-
sis of full-scale heater experiments in clay rock. A process model chain from thermal, coupled thermal-
hydraulic and coupled thermal-hydraulic-mechanical will be used. Mechanical processes will be rep-
resented in increasing complexity starting from local proxies to full-field models. Aside from physical
complexity, geometrical complexity will be varied. Finally, we discuss the importance of dedicated
material knowledge management in simulator-agnostic databases.

The integration of multiphysics, multiscale, and multidomain problems poses a significant challenge
in computational engineering. In this talk, we present a mathematical framework for the system-
atic coupling of such complex phenomena that allows to encode baisc physical principles like energy
conservation or entropy production. The resulting systems are amenable to structure-preserving dis-
cretization and model order reduction. Moreover, they allow for the consideration of certain quasi-
static limits. The general framework will be illustrated by selectic examples.
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We describe an algorithmic approach to a class of eigenvalue optimization problems that uses con-
strained gradient flows and the remarkable low-rank structure of the optimizers. The eigenvalue
optimization problems considered here arise for example in computing complex, real or structured
pseudoscectra or their extremal points such as those giving the pseudospectral abscissa and radius.
These problems (and extensions thereof) appear as the principal building blocks in the two-level ap-
proach to various important matrix nearness problems. The problems come in three variants: opti-
mizing eigenvalues over unstructured complex perturbations of a given matrix, over structured per-
turbations, which are restricted to a given complex- or real-linear subspace of matrices (for example
matrices with a given sparsity pattern or matrices with given range and co-range or Hamiltonian ma-
trices) or finally in a mixed form. In all these cases there is a common underlying rank-1 property of
optimizers that will be used to advantage in algorithms.

Let G(z) be an nxn rational matrix function (RMF) of the form
G(2)=5%-0 ZPAp+X¥0 (5(2)/j(2))E),

where Ap's and Ej's are nxn constant matrices, and s;(z) and qj(z) are scalar polynomials. G(z) is said
to be structured if Ay's, Ej's and rational functions sj(z)/q;(z) follow some symmetry structure. Given
a structured RMF G(z) and a scalar )\, the problem of computing the nearest (with respect to some
norm) structured RMF G(z) of which \is an exact eigenvalue is called the structured eigenvalue back-
ward error of Awith respect to G(z). Although the eigenvalue/eigenpair backward errors have been
well studied for matrix polynomials, there is only a little literature that deals with the perturbation
analysis of rational or more general nonlinear eigenvalue problems. Motivated by [1], we derive ex-
plicit computable formulas for the structured eigenvalue backward error of RMFs that carry a sym-
metry structure. These structures include symmetric, skew-symmetric, Hermitian, skew-Hermitian,
*-palindromic, T-even, T-odd, *-even, and *-odd structures. We show over various numerical experi-
ments that the backward errors with respect to structure-preserving and arbitrary perturbations are
significantly different.

As far as we know, no other work has been done in the literature on the structured eigenvalue back-
ward error of RMF. This work has been communicated for publication [2].

1. S. Bora, M. Karow, C. Mehl, and P. Sharma. Structured eigenvalue backward errors of matrix pen-
cils and polynomials with Hermitian and related structures. SIAM J. Matrix Anal. Appl., 35 (2014), pp.
453-475.



2. A. Prajapati and P. Sharma. Structured eigenvalue backward errors for rational matrix functions
with symmetry structures. arXiv:2208.13420

Given two square matrices, not necessarily the same size, one might ask whether they share an eigen-
value, and if not, how minimally can their coefficients be changed such that the resulting perturbed
matrices do have at least one eigenvalue in common. This distance measure, known as sep-lambda,
was first considered by Varah in the late seventies and then subsequently studied by Demmel, al-
though they respectively used slightly different definitions. Varah's interest in sep-lambda stemmed
from its connection to the sensitivity of solving a Sylvester matrix equation, while Demmel’'s was due
toitarisingin the computation of stable eigendecompositions, and subsequently, as a tool to disprove
two conjectures in the eighties related to computing the distance to instability of a stable matrix. More
recently, it has also been used by others to analyze the stability of invariant subspaces and approxi-
mate pseudospectra.

In this talk, we discuss both versions of sep-lambda, and in particular, two radically different ap-
proaches to compute Demmel’s version of it. The first is due to Gu and Overton and has its roots
in a novel but expensive 2D-level-set convergence test originally developed by Gu for estimating the
distance to uncontrollability. We then present a new and much faster algorithm using interpolation-
based globally certificates, an idea that was first conceived for computing Kreiss constants and pro-
vides a much faster convergence test based on approximating certain one-variable functions globally
on their finite domain. We discuss how this methodology works as well as its strengths in terms of
efficiency and robustness compared to the older 2D-level-set test approach.

The distance to singularity for dissipative Hamiltonian pencils, i.e. pencils underlying a linear port-
Hamiltonian system, is considered. It is shown that this distance can be interpreted as the distance to
a common kernel of the matrix coefficients of the considered matrix pencil. An outlook is given how
these results can be generalized to the case of infinite-dimensional systems.

It was recently observed by Noferini and Poloni [Numer. Math. 148(4), 817-851, 2021] that the
problem of finding the nearest stable matrix, i.e., the matrix nearest to a given one whose all
eigenvalues lie in a certain set €, can be efficiently solved using Riemannian optimization. In this
talk, | plan to discuss why and how this idea can be extended to find the nearest singular pencil to
a given one. This task is relevant for several applications such as algebraic-differential equations or
nonlinear eigenvalue problems, and it can be seen as a constrained optimization problem where
the objective function is the Euclidean distance and the constraint is that the optimizer must be a
singular pencil, that is, its determinant must be the identically zero polynomial.

The underlying idea is relatively simple: thanks to the generalized Schur form of a pencil, the original
problem is equivalent to a minimization task over the Cartesian product of the manifold of unitary
matrices with itself. While the new problem is unconstrained, the problem remains difficult due
the fact that the underlying geometry is no longer Euclidean; nevertheless, the existing technology
for Riemannian optimization can be exploited. Numerical experiments suggest that the resulting
algorithm outshines its predecessors in terms of asymptotic complexity. This allows us, for the first
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time, to tackle this problem for pencils whos size is not extremely small. Furthermore, the algorithm
can be adapted to find the nearest singular pencil with specified right minimal index.

The talk is based on joint work with F. Dopico and L. Nyman and on the preprint
https://arxiv.org/pdf/2308.12781v1.pdf
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Gaussian processes are often used to model physical processes. In this project we seek to model
physical process involving the flow of incompressible fluids, using Gaussian processes that respect
the incompressibility. The ultimate aim is to employ the Gaussian process as a surrogate for the
forward map in Bayesian inverse problems involving incompressible fluids.

We analyze the generalization properties of two-layer neural networks in the neural tangent kernel
(NTK) regime, trained with gradient descent (GD). For early stopped GD we derive fast rates of con-
vergence that are known to be minimax optimal in the framework of non-parametric regression in
reproducing kernel Hilbert spaces. On our way, we precisely keep track of the number of hidden neu-
rons required for generalization and improve over existing results. We further show that the weights
during training remain in a vicinity around initialization, the radius being dependent on structural
assumptions such as degree of smoothness of the regression function and eigenvalue decay of the
integral operator associated to the NTK.

| present work characterizing the spectrum of the neural tangent kernel (NTK) of deep feedforward
neural networks in the infinite width limit. We express the NTK as a power series with coefficients
depending on both the Hermite coefficients of the activation function as well as the depth of the
network. Using this, we relate the effective rank of the NTK to the effective rank of the input-data Gram
and study the eigenvalues depending on the choice of activation function. Then | discuss some results
bounding the difference between the function space trajectory of finite networks trained on finite
samples from the kernel dynamics of infinite width and infinite data. An implication of the bounds is
that the network is biased to learn the top eigenfunctions of the NTK not just on the training set but
over the entire input space. The talk is based on works with Michael Murray, Hui Jin, and Benjamin
Bowman.



Koopman operator theory [Mezi¢, 2005] and its main algorithm Extended Dynamic Mode Decompo-
sition (EDMD) [Williams, 2015] has emerged as a powerful modeling approach for complex dynam-
ical systems arising in physics, chemistry, materials science, and engineering. The basic idea is to
leverage existing simulation data to learn a linear model that allows to predict expectation values of
observable functions at future times. Though the algorithm is conceptually quite simple, its under-
lying mathematical structure is very rich, and can be used for different purposes including control,
coarse graining, or the identification of metastable states in complex molecules and materials [Noé
and Clementi, 2017; Klus, FN, Peitz et al, 2020].

The success of the method depends critically on the choice of finite-dimensional Galerkin subspace
(called dictionary), which reflects a priori knowledge of the system. Here, kernel methods emerge
as very useful, since they allow using a rich dictionary defined implicitly by the data. In this talk, |
will begin by giving a brief overview of how kernel methods can be incorporated into the Koopman
framework. Subsequently, | will present two recent results: the first is on probabilistic bounds for
the estimation error of kernel-based Koopman models from finite data [Phillip, Schaller, Worthmann,
Peitz, FN (2023)]. The second is on using low-rank approximations based on Random Fourier Features
[FN and Klus (2023)] to apply kernel methods efficiently in the context of molecular simulation.
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Two-phase flow in porous media are described by the Muskat problem, which is a moving boundary
problem purposed originally to describe the interaction of water and oil in an oil sand. In this talk
two formulas that connect the derivatives of the double layer potential and of a related singular in-
tegral operator evaluated at some density ) to the Ls-adjoints of these operators evaluated at the
density ¢ are used to recast the Muskat problem with surface tension and general viscosities as a
system of equations with nonlinearities expressed in terms of the Ly-adjoints of these operators. An
advantage of this formulation is that the nonlinearities appear now as a derivative. This aspect and
abstract quasilinear parabolic theory are then exploited to establish a local well-posedness result in
all subcritical Sobolev spaces W, (R) with p € (1,00) and s € (1 + 1/p,2).(Joint work with Bogdan
Matioc, Regensburg)

Weak solution theories are in general necessary for interface evolution problems as topology changes
naturally occur. If the topology change is realized through a physically unstable singularity, this results
in non-uniqueness of solutions afterward. The best one can thus expect is a weak-strong uniqueness
principle; and this was proven in recent years for prominent examples (e.g., multiphase mean curva-
ture

flow). At the level of a weak solution concept, the key conceptual ingredient for these results is given
by the dissipative nature of the problems.

Inthe first part of the talk, | will introduce a recently established weak solution theory for a basic exam-
ple of a higher-order curvature flow: the Mullins-Sekerka equation. This solution theory is essentially
only encoded in terms of a single sharp energy dissipation principle, taking direct inspiration from De
Giorgi's approach to gradient flows or the Sandier-Serfaty approach to evolutionary I'-convergence.
Furthermore, our solutions satisfy a weak-strong uniqueness principle (and more generally, a weak-
strong stability estimate), which is the content of the second part of the talk.

This is joint work with Kerrek Stinson (existence result), and Julian Fischer, Tim Laux and Theresa
Simon (uniqueness result).

23



We consider a model for cell polarization as a response to an external signal which consists of a bulk-
surface reaction-diffusion system of equations. We have proved that in a suitable scaling limit the
system converges to a non-local free boundary problem. In this talk, | will present several results
for this problem, starting with an L1-contraction property and, in the case of time-constant signals,
the stability of stationary states. In addition, | will address some qualitative properties of the free
boundary. More precisely, we have concluded that there are necessary and sufficient conditions for
the initial data that yield continuity of the support at t = 0. If one of these assumptions fail, then jumps
of the support take place. We have further provided a complete characterization of the jumps for a
large class of initial data.

This is a joint work with B. Niethammer, M. Réger and J. J. L. Velazquez

In this talk, we discuss a model for the formation of acceptor and donor regions during the production
of organic solar cells. The process is based on a spinodal decomposition of two species in a solvent,
where the solvent is allowed to evaporate. This yields a coupling of the respective phase field equa-
tions via a degenerate mobility. We provide some insight on the modelling and the application, as
well as several numerical examples based on finite element simulations.

We develop a phase field model to understand the abscission process of different species of cacti. In
particular, the cactus species Opuntia ficus-indica and Cylindropuntia bigelovii exhibit a vastly different
effective fracture toughness, while relying - as all plants do - on a very limited set of basic materials
as

building blocks. We thus include the available morphometric and biomechanical data of our cactus
species in the variational framework of brittle fracture presented by Bourdin et. al in 2008 and study
their behavior compared to fictional cacti to isolate the effect of different geometric, microstructural,
and materials features on the effective fracture toughness. The results from finite element simula-
tions of this model are compared to experimental testing. The main motivation of this research is
to gain inspiration for novel methods aiding the separation of artificial materials systems to sort raw
materials for sustainable reuse and recycling.

We introduce a free boundary model to example the effect of vesicle transport onto neurite growth.
It consists of systems of drift-diffusion equations describing the evolution of the density of antero-
and retrograde vesicles in each neurite coupled to reservoirs located at the soma and the growth
cones of the neurites, respectively. The model allows for a change of neurite length depending on
the vesicle concentration in the growth cones. After establishing existence and uniqueness for the
time-dependent problem, we briefly comment on possible types of stationary solutions. Finally, we
provide numerical studies on biologically relevant scales using a finite volume scheme. We illustrate
the capability of the model to reproduce cycles of extension and retraction.
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In this talk, we focus on the mathematical analysis of Hibler's sea ice model. First, we describe the
approach to interpret the model as a system of quasilinear evolution equations. In a second step,
we elaborate on the strategy to obtain local strong well-posedness even without regularization by
diffusion in the balance laws. Finally, we also comment on the analysis of a coupled atmosphere-sea
ice-ocean model. The talk is based on joint work with Tim Binz and Matthias Hieber.

This contribution bases on the established model for sea ice dynamics, which describes the viscous-
plastic sea ice behavior at scales spanning several thousand kilometers, cf. [1]. Focus of the numerical
model is on the simulation of the sea ice circulation and its evolution over a seasonal cycle. Therefore,
it takes into account the sea ice thickness as well as the sea ice concentration. The physical behavior
of the later two quantities are governed by transient advection equations, in which the sea ice velocity
serves as coupling field.

Recent investigations proposed the finite element implementation of the sea ice model based on a
(mixed) Galerkin variational approach, see e.g. [2 and [3]. However, challenges arise in stabilizing
the numerically complex scheme, particularly in dealing with the first-order advection equations. In
order to address these challenges, the utilization of the mixed least-squares method is promising.
One main advantage of this method is its applicability to first-order systems, i.e., it provides stable
and robust formulations even for non-self-adjoint operators, such as the tracer equations (for sea ice
thickness and sea ice concentration).

The here presented least-squares finite element formulation bases on the instationary sea ice equa-
tion, including the balance of momentum and a constitutive law for the viscous-plastic flow. In the
utilized mixed least-squares approach four primary fields are considered, which are the stress, the
velocity, the concentration and the thickness. Four residuals are defined for the derivation of a first-
order least-squares formulation based on the balance of momentum, the constitutive relation for
the stresses, and two tracer-equations. In comparison to our previous investigations, a distinctive
approach is proposed in which the stresses are approximated in a non-conforming manner. Hence,
instead of employing H(div) conforming interpolation functions, Lagrange interpolation functions for
the stresses are utilized aligning them with the interpolation approach used for other fields. These
two approaches are compared analyzing a box test case, see [3], to validate the new approach. More-
over, the results are compared to existing literature.

References:

[1]1 W.D. Hibler Ill. A dynamic thermodynamic sea ice model. Journal of Physical Oceanography,
9(4):815-846, 1979.
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[2] S. Danilov, Q. Wang, R. Timmermann, M. lakovlev, D. Sidorenko, M. Kimmritz, T. Jung. Finite-
Element Sea Ice Model (FESIM), Version 2. Geoscientific Model Development, 8:1747-1761, 2015.

[3] C. Mehlmann and T. Richter. A modified global Newton solver for viscous-plastic sea ice models.
Ocean Modelling, 116:96-107, 2017.

Representing sea ice deformations in large scale climate models is a challenge as the large scale cli-
mate models very much depend on smaller-scale physics that are poorly resolved at coarse reso-
lution. Most continuum sea ice models use the viscous-plastic (VP) rheology for quasi-homogenous
non-normal fluids. At high resolution, VP models are able to reproduce some of the large scale statis-
tics of seaice deformations. At coarser resolutions, the scaling properties of sea ice deformations may
be inconsistent with observations. Different approaches try to include smaller scale characteristics in
large scale sea ice models. New rheologies such as the Maxwell eslasto-brittle (MEB) rheology intro-
duce a parameterisation of damage that represents the presence of sub-grid scale fractures. The new
brittle rheologies simulate realistic large scale fields with adequate heterogeneity and intermitency
even at coarser grids. Often a given sea ice model code implements only one type of rheology which
leads to rheology comparisons that are confounded by numerical discretization, advection scheme,
and grid resolution. Here, we add the MEB rheology to the sea ice component of the Massachusetts
Institute of Technology general circulation model (MITgcm), which already contains VP-rheologies with
many different options and yield curves for the purpose of unconfounded comparisons between sea
ice rheologies in a coupled ice ocean framework. Idealised experiments show the credibility of the
new code. The spatial heterogeneity, measured by the number of simulated linear kinematic features
(LKFs), depends to a large degree on horizontal grid spacing, but also on the parameterisation of sub-
grid scale variability for both VP and MEB rheologies. Stochastic parameterisations of mechanical
parameters (ice strength, cohesion) are used for the sub-grid scale variability.

The cryosphere plays a significant role in the global climate. Therefore, the accurate simulation of
sea ice is an important step to improve climate projections. To enable higher resolution climate sim-
ulations, graphics processing units (GPUs) have become increasingly attractive, as they offer higher
floating point performance and better energy efficiency. However, accessing these theoretical ben-
efits usually requires more care and effort in the implementation. In recent years, an increasing
number of frameworks have become available that promise to simplify general purpose GPU pro-
gramming. In this talk, we look at multiple such frameworks for the parallelization of neXtSIM-DG, a
finite-element based sea ice simulation. Besides conventional methods like CUDA and SYCL, we show
how the machine learning framework PyTorch may be leveraged to make effective use of GPUs. By
re-implementing a representative part of the simulation, we evaluate the different approaches ac-
cording to their usability and performance.

Ice mélange (a mixture of sea ice, bergy bits and icebergs) can have a strong influence on the sea-ice-
ocean interaction. So far, ice mélange is not represented in climate models as numerically efficient
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realizations are missing. This motivates the development of an ice-mélange model based on the
viscous-plastic sea-ice rheology, which is currently the most commonly used material law for sea ice
in climate models. Starting from the continuum mechanical formulation, we modify the rheology so
that icebergs are represented by thick, highly compact pieces of sea ice. These compact pieces of sea
ice are held together by a modified tensile strength in the material law. In this framework, the ice
mélange is considered as one single fluid, where the icebergs are realised by particles.

Using idealized test cases, we demonstrate that the proposed changes in the material law are crucial
to represent icebergs with the viscous-plastic rheology. Similar to the viscous-plastic sea-ice model,
the ice-mélange model is highly nonlinear. Solving the model at the resolution needed to represent
the typical size of icebergs in ice mélange (< 300m) is therefore challenging. We show that the ice-
mélange formulation can be approximated efficiently with a modified Newton’s method. Overall, the
simple extension of the viscous-plastic sea-ice model is a promising path towards the integration of
ice mélange into climate models.

The Antarctic sea ice, which undergoes annual freezing and melting, plays a significant role in the
global climate cycle. Since satellite observations in the Antarctic region began, 2023 saw a historically
unprecedented decrease in the extent of sea ice. Further ocean warming and future environmental
conditions in the Southern Ocean will influence the extent and amount of ice in the Marginal Ice Zones
(MI1Z), the BioGeoChemical cycles, and their interconnected relationships. The so-called pancake floes
are a composition of a porous sea ice matrix with interstitial brine, nutrients, and biological communi-
ties inside the pores. The ice formation and salinity are both dependent on the ambient temperature.
To realistically model these multi-phasic and multi-component coupled processes, the extended The-
ory of Porous Media (eTPM) presented in (Ricken, et al., 2014) is used to develop high-fidelity models
capable of simulating the different seasonal variations in the region. All critical variables like salin-
ity, ice volume fraction, and temperature, among others, are considered and have their equations of
state. The phase transition phenomenon is approached through a micro-macro linking scheme. A
Phase- field solidification model (Thoms, Kutschan, & Morawetz, 2014) coupled with salinity is used
to model the micro-scale freezing processes and up-scaled to the macro scale eTPM model. The evo-
lution equations for the phase field model are derived following Landau-Ginzburg order parameter
gradient dynamics and mass conservation of salt. This allows for modeling the salt trapped inside the
pores. For the biological part, a BioGeoChemical flux model for sea ice following (Tedesco, Vichi, &
Thomas, 2012) (Vancoppenolle & Tedesco, 2017) is also set up to simulate the algal species presentin
the seaice matrix. Ordinary differential equations are employed to represent the diverse environmen-
tal factors involved in the growth and loss of distinct BGC components. Processes like photosynthesis
are dependent on temperature and salinity, which are derived through an ODE-PDE coupling with
the eTPM model. Academic simulations and results are presented as validation for the mathematical
model. These high-fidelity models will eventually lead to their incorporation into large-scale global
climate models.
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The use of techniques based on dynamical low-rank approximation in eigenvalue problems, when
the underlying solution has a low-rank structure, has proven to be very effective, both in the case of
the rightmost eigenpairs of linear operators and in the computation of the effective eigenvalue for
the neutron transport equation. In this talk, we focus on the latter problem.

In particular, we consider a previously introduced special low-rank inverse power iteration, which is
very efficient in lowering memory requirements, and provide suitable rank adaptations.

We focus on a combination of the aforementioned method with techniques to optimise quantities
of interest in order to obtain specific values of the effective eigenvalue. This is a joint work with L.
Einkemmer and J. Kusch.

Dose predictions in radiation therapy require the solution of high-dimensional transport equations
in a heterogeneous medium and with highly forward-peaked scattering. Despite the complexity of
the problem, dose calculation errors of less than 2% are clinically recommended, computation times
cannot exceed a few minutes and memory space on workstations is limited. This often prohibits the
use of exact grid- and moment-based numerical methods.

We tackle this problem using a dynamical low-rank approach based on a multi-level collided-
uncollided split, i.e., the transport equation is split through a collision source method. Uncollided
particles are described using an analytical ray tracer, facilitating the use of boundary conditions and
accurate physics models, including stochastic energy loss. Collided particles on the other hand, are
represented using a moment method combined with the dynamical low-rank approximation. Here
the energy is treated as a pseudo-time and a rank adaptive integrator is chosen to dynamically adapt
the rank in energy. We find that for proton transport extremely low ranks of around r=5 are sufficient
and thus computational costs and memory can be significantly reduced compared to a full-rank com-
putation.

We then explore a generalisation of the multi-level formulation to other discretization parameters,
such as an uncertainty variable or spatial and angular refinement. We discuss the optimal choice of
rank or adaptation tolerance and the relation between the rank and overall error.
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Phenomena like supernova explosions, star formations or radiation emitted from a hohlraum strik-
ing a fusion target, involve the formation and propagation of thermal radiation fronts called Marshak
waves. Mathematically, this process can be described using the thermal radiative transfer equations,
which are coupled equations governing the transport of particles and the changes in the tempera-
ture of the medium. In cases with small time scales or highly absorbing materials, the behaviour of
the travelling thermal front can be well approximated by a non-linear diffusion-type equation known
as the Rosseland approximation, which can be obtained as an asymptotic limit of the scaled ther-
mal radiative transfer equations. Simulating Marshak waves using these scaled equations present
several computational challenges. First, due to the high-dimensional phase space involved, substan-
tial memory and computational resources are required. Second, to conduct multi-scale simulations,
stable numerical schemes which simultaneously capture large scale dynamics as well as accurately
represent the system’s asymptotic behaviour are needed. To reduce computational costs we employ
dynamical low-rank approximation (DLRA) which evolves a low-rank solution on a low-rank manifold
and thereby significantly reduces the computational and memory requirements. Then, to drive the
solution to its correct asymptotic limit, we use a macro-micro decomposition of the particle density.
Combining these, we propose an asymptotic-preserving and rank-adaptive DLRA integrator for sim-
ulating Marshak waves. We show that the proposed integrator correctly discretises the Rosseland
approximation in the limiting case, i.e. it is asymptotically consistent. Additionally, we show stability
of the integrator in energy norm for a modal discretisaion of the linearised macro-micro system. We
demonstrate the efficiency of the proposed method in a series of numerical experiments.

The numerical integration of stiff equations is a challenging problem that needs to be approached by
specialized numerical methods. Exponential integrators form a popular class of such methods since
they are provably robust to stiffness and have been successfully applied to a variety of problems.
The dynamical low-rank approximation is a recent technique for solving high-dimensional differential
equations by means of low-rank approximations. However, the domain is lacking numerical methods
for stiff equations since existing methods are either not robust-to-stiffness or have unreasonably
large hidden constants.

In this talk, we focus on solving large-scale stiff matrix differential equations with a Sylvester-like struc-
ture that admit good low-rank approximations. We propose two new methods that have good con-
vergence properties, small memory footprint and that are fast to compute. The theoretical analysis
shows that the new methods have order one and two, respectively. We also propose a practical imple-
mentation based on Krylov techniques. The approximation error is analyzed, leading to a priori error
bounds and, therefore, a mean for choosing the size of the Krylov space. Numerical experiments are
performed on several examples, confirming the theory and showing good speedup in comparison to
existing techniques.
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Neural networks have achieved tremendous success in a large variety of applications. However, their
memory footprint and computational demand can render them impractical in application settings
with limited hardware or energy resources. In this work, we propose a novel algorithm to find effi-
cient low-rank subnetworks. Remarkably, these subnetworks are determined and adapted already
during the training phase and the overall time and memory resources required by both training and
evaluating them are significantly reduced. The main idea is to restrict the weight matrices to a low-
rank manifold and to update the low-rank factors rather than the full matrix during training. To derive
training updates that are restricted to the prescribed manifold, we employ techniques from dynamic
model order reduction for matrix differential equations. This allows us to provide approximation,
stability, and descent guarantees. Moreover, our method automatically and dynamically adapts the
ranks during training to achieve the desired approximation accuracy. The efficiency of the proposed
method is demonstrated through a variety of numerical experiments on fully-connected and convo-
lutional networks.

Numerically solving kinetic equations often requires a high computational effort and memory cost.
One approach to tackle this difficulty is the reduced-order method dynamical low-rank approxima-
tion (DLRA). It has recently been used in various applications for an efficient and accurate numerical
solution of kinetic PDEs.

In this talk, we shall apply DLRA to the thermal radiative transfer equations with Su-Olson closure.
We propose a low-rank algorithm that through an implicit coupling of energy and radiation density
is shown to be energy-stable. Further, we use a rank-adaptive method combined with a suitable
truncation strategy to obtain conservation of mass. Numerical experiments validate the theoretical
results and show the computational efficiency of the algorithm.

This is joint work together with Lukas Einkemmer, Christian Klingenberg and Jonas Kusch.
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A common challenge in modelling dynamical systems consists in finding appropriate system param-
eters, such as diffusion coefficients. One possibility to overcome this challenge is to model them by
a random variable, resulting in a random evolution equation. Since an analytical solution is typically
out of reach, numerical discretisation is required.

Solving evolution equations with random coefficients numerically requires a discretisation in space, in
time, and of random coefficients. Methods to treat these three problems separately are well-known,
including rates of convergence. In this talk, conditions are presented under which these rates of con-
vergence are conserved as a joint convergence rate for the fully discretised solution. Uncertainty
quantification is performed by means of a polynomial chaos expansion (PCE). To illustrate this in-
terplay of different discretisation schemes, results are discussed for the heat equation with random
diffusion coefficients.

This is joint work with Christian Seifert from Hamburg University of Technology.

Soft robots are robots made of soft materials such as silicone. They typically experience large elastic
deformations. In addition, there are model uncertainties due to manufacturing inaccuracies. This
makes modeling and control of soft robots challenging. As a result, most soft robots are currently
limited to applications with slow motion or very low accuracy requirements. So-called kinematic con-
trollers are used here, which, in contrast to so-called dynamic controllers, are based on a quasi-static
representation of the soft robot. However, new soft robotic applications require controllers that allow
more agile and precise movements. In soft robotics, open-loop control is especially important. Sen-
sor integration is usually difficult due to the large deformations that occur and the required softness
of the overall system. The model uncertainties are usually taken into account by data-driven ap-
proaches. In kinematic control, typically, inverse kinematics are learned. However, a direct extension
of these approaches to dynamic control is usually not practical because the amount of training data
required becomes too large. Note that in soft robotics, even for more agile applications, quasi-static
behavior is typically more important than dynamics, and the quasi-static behavior is more affected
by model uncertainties. This results in very different modeling requirements for the kinematic and
dynamic parts of the control system.

In this contribution, the open-loop dynamic trajectory tracking control of a redundantly actuated soft
robot is presented. The controller is split into a kinematic part and a dynamic part. As a kinematic
controller a standard data-driven inverse kinematic control approach for soft robots is chosen. For
the dynamic controller a model-based inversion is chosen. This allows an accurate representation of
the inverse kinematics and a simpler representation of the dynamics to keep the amount of training
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data required low. The effectiveness of this control approach for the agile trajectory tracking control
of soft robots is shown in experiments.

Extended Dynamic Mode Decomposition (EDMD), embedded in the Koopman framework, is a widely-
applied approximation technique to predict the evolution of an observable along the flow of a dynam-
ical (control) system. In this talk, we provide finite-data error bounds for EDMD-based approximations
of control-affine systems, both for (standard) EDMD with a finite dictionary and in Reproducing Kernel
Hilbert Spaces. Moreover, we discuss the case of ergodic sampling (where data is obtained through a
long ergodic trajectory) and i.i.d. sampling w.r.t. a chosen measure. Last, we discuss the wide applica-
bility of these bounds for various controller designs and corresponding stability results for data-driven
controllers.

Especially in the context of surrogate modelling, learning methods such as Gaussian process regres-
sion or neural networks can be employed to approximate the parameter dependent solution of differ-
ential equations. Their application to systems described by ordinary differential equations (ODEs) is
often performed and the challenges are already known and studied. However, for systems with con-
straints, that is, differential algebraic equations (DAEs), additional difficulties arise that do not occur
at ODE level.

In this contribution, machine learning techniques that are usually employed to learn solutions of ODEs
are adapted for their application to DAEs. In particular, it focuses on the appropriate treatment and
decomposition of the different types of degrees of freedom arising within DAEs. This is done by means
of the dissection index, an index concept that allows for such a decomposition and for quantifiying
the difficulty a given DAE conveys.

The methodology is exemplified using electric networks, though the general idea can be applied to
any system of differential algebraic equations, such as, e.g., those arising in multibody dynamics.

Using nonlinear projections and preserving structure in model order reduction (MOR) are currently
active research fields. In this paper, we provide a novel differential geometric framework for model
reduction on smooth manifolds, which emphasizes the geometric nature of the objects involved. The
crucial ingredient is the construction of an embedding for the low-dimensional submanifold and a
compatible reduction map. The joint abstraction can be used to derive shared theoretical properties
for different methods, such as an exact reproduction result. Moreover, it can be considered as a
unifying framework for structure-preserving MOR for Lagrangian and Hamiltonian systems, MOR for
transport problems, and MOR for differential-algebraic equations.



While recent years have shown rapid progress of learning-based and data-driven methods to effec-
tively utilize data for control tasks, providing rigorous theoretical guarantees for such methods is
challenging and an active field of research. This talk will be about a recently developed framework for
model predictive control (MPC) of unknown systems based only on input-output data which admits
exactly such guarantees. The proposed approach relies on the Fundamental Lemma of Willems et
al. which parametrizes trajectories of unknown linear systems using data. In this talk, we present re-
cent findings on closed-loop guarantees of data-driven MPC with a focus on stability and robustness
properties in case of noisy data or nonlinearities.
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With this work, we present a multi-objective model updating approach to localise structural damage
for tower structures, which possess closely spaced eigenfrequencies.

In structural health monitoring, modal quantities of structures, i.e., eigenfrequencies and mode
shapes, can be used as damage sensitive features to detect and localise damage. Model updating
approaches utilise these identified modal quantities to compare them to the corresponding mode
shapes and eigenfrequencies of a finite element model with the aim of quantifying and minimising
the discrepancy between the two by changing the local structural stiffness. The resulting modified
stiffness values of the model, which fit the damaged behaviour of the real structure, can then be
used to give insights into the damage location and severity.

Symmetric tower structures possess closely spaced bending modes, i.e., two bending modes have
nearly the same eigenfrequency, which are often difficult to identify. Since the dominant uncertainty
lies in the alignment of modes in the modal subspace, traditional methods for the comparison of two
modes, such as the modal assurance criterion, are not suitable for such modes as they are susceptible
to this uncertainty. Moreover, a direct comparison of the bending modes between structure and
model usually yields bad results due to different mode alignments regardless of the agreement of
the actual dominant vibration shapes.

To overcome this problem, the subspace of order 2 Modal Assurance Criterion (S2MAC) calculates the
optimal fit between a mode shape and a subspace defined by two bending modes, thus minimising
the alignment uncertainty.

Here, the basic ideas of the S2MAC are utilised and adapted to resolve the alignment issue between
the mode shapes of the real structure and the model. This enables the comparison of the actual
dominant vibration shapes, allowing a stable quantification of the discrepancy between model and
structure based on the mode shapes.

The method is validated using an experimental girder mast structure with several reversible damage
features. Acceleration sensors placed at various levels of the structure record the ambient vibrations
of the structure. Mode shapes and eigenfrequencies are identified using the BayOMA method. Both
are utilised for model updating by using a multi-objective deterministic algorithm to minimise the
differences between the model and the measurement data. The multi-objective optimisation problem
results in several Pareto-optimal solutions for the parameter identification problem.

34



In the field of solid mechanics, constitutive models are developed to capture the material behavior
of various materials, including metals, polymers, composites, glass, etc. However, to perform reliable
simulations of the material response, it is crucial to determine the material parameters associated
with the constitutive model from experimental data. Thus, material parameter identification or model
calibration respectively is a common task in solid mechanics, typically carried out using the non-linear
least-squares method. In addition to identifying the material parameters, it is essential to account for
the corresponding parameter uncertainties. In this context, the field of uncertainty quantification has
gained significant interest in recent years and is often linked with Bayesian methods.

This contribution deals with the two-step calibration of an elasto-plastic constitutive model using the
non-linear least-squares method. Here, the calibration procedure comprises two steps. First, the
elastic model response is calibrated. Subsequently, the material parameters describing the model
response in the plastic domain are identified. As a novel contribution, we extend the non-linear least-
squares method with an uncertainty analysis, which even takes into account the propagation of un-
certainties in the step-wise procedure. Since Bayesian methods are frequently employed to compute
uncertainties in model calibration applications, we follow this approach in this work as well. Finally,
the uncertainties obtained by both methods - non-linear least squares and Bayesian inference - are
compared under consideration of the underlying assumptions.

As computational models have grown more important for the design of medical devices and their
regulatory assessment, the need for the validation and uncertainty quantification of simulations con-
tinues to increase [1].

In this work, we focus on the propagation of uncertainties from experiments, such as uniaxial tension-
compression, biaxial tension-compression, and simple shear, to the constitutive model of a simple
material. To define this relation between deformation history and stress state, a set of material pa-
rameters needs to be identified which is commonly achieved through a method of least squares [2].
To this end, a loss function must be minimized, the definition of which can become rather ambiguous
when various multi-axial experiments are considered simultaneously. Most importantly, the method
of least squares is incapable to propagate uncertainties.

These issues can be overcome by treating the calibration of constitutive models as a probabilistic
problem [3]. To associate a relative likelihood to each possible set of material parameters, we derive
a parameterization-invariant posterior in a Bayesian framework valid for any combination of spatially
homogeneous experiments. As an application example, we calibrate a rate-dependent constitutive
model at finite strains based on real data from experiments of porcine stomach tissue.
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Different methods and approaches for solving the inverse problem of parameter identification for
various material models have been introduced in the literature within the last decades. Whether for
purely mechanical models (see [1, 2, 3]), purely thermal models (see [4, 5]), or thermomechanically
coupled models (see [6, 7]), taking into account different kind of underlying material effects, from
fibre introduced anisotropy to damage.

The respective identification approaches are usually performed and tested under consideration of
one specific material model. However, especially for thermomechanically coupled material models,
different model related questions arise which are usually not mentioned in the respective publica-
tions. This talk will therefore give an overview of coupling related issues during a full field based
parameter identification scheme, i.e. model related identifiability and verifiability will be discussed
on the basis of two different model classes with different functional relations for the predicted dissi-
pation rate density.

More precisely speaking, the following questions will be answered:

« What kind of data is required to guarantee identifiability of all model parameters of a ther-
momechanically coupled material model, including an additional, thermomechancially sound
model-parameter for the scaling of dissipation?

+ How do different modelling approaches influence the identifiability of the underlying parameter
set?

* How do the afore mentioned modelling approaches influence the verifiability of the respective
models (for a specific, real material)?
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We recently proposed an approach for Efficient Unsupervised Constitutive Law Identification and Dis-
covery (EUCLID), which exploits machine learning tools such as sparse regression [1-3], Bayesian
learning [4], or neural networks [5] to automatically discover material laws independent of stress
data, but solely based on full-field displacement and global force data obtained from mechanical
testing. The displacement field can be measured on the surface of a target specimen via digital image
correlation (DIC).

An important feature of the approach is that, in principle, the discovery of the material law can be
performed in a one-shot fashion, i.e., using only one experiment. However, this capability heavily
relies upon the richness of the measured displacement data, i.e., their ability to probe the stress-strain
space (where the stresses depend on the constitutive law being sought) to an extent sufficient for an
accurate and robust discovery process. The richness of the displacement data and the robustness of
the discovery process are in turn governed by the specimen geometry.

In the present study, we aim to optimally design the geometry of the target specimen via density-
based topology optimisation approach. In this fashion, we perform automatic specimen design by
maximising the robustness of the solution, i.e., the identified material parameters, given noisy dis-
placement measurements from DIC. In this contribution, we shed light on the objective function, the
topology optimisation framework, and a range of optimised topologies for orthotropic elasticity.
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Numerical values of model parameters are often not or only poorly known and must be inferred
from measurements. Estimation problems can often be formulated as linear regressions, which can
be solved using gradient-descent or least squares estimators. The convergence of these approaches
relies on the persistency of excitation of the regressor, which is a restrictive condition, and the tran-
sient performance of these estimators is challenging to analyze. Dynamic Regressor Extension and
Mixing has recently been proposed as a new method for system identification and adaptive control.
Its convergence does not rely on the persistency of excitation condition of the regressor. The main
idea is to generate as many new independent linear regression equations as there are parameters to
be estimated. Nonlinear manipulations of the data and a gradient-descent estimator then guarantee
that the estimation error of each parameter satisfies an independent differential equation.

The generation of new independent equations required in this method is analyzed in this contribu-
tion using orthogonal projection operators. The latter have beneficial robustness properties regard-
ing perturbed measurements. Linear time-varying observers using these operators are proposed to
estimate piecewise constant parameters. They require weaker conditions for the estimation errors
to converge to zero compared to known approaches. An important property is that parameters are
continuously adapted, even if some are not or only poorly excited on arbitrary time intervals. The
approaches are validated in simulations and experiments with perturbed measurements.
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Cerebral Aneurysms are pathological outpouches of bloodvessels in the brain resulting e.g. from
structural weakening of the arterial wall. Aneurysm rupture resp. the resulting stroke is a creeping
danger to patients with high mortality and morbidity rate in Western civilization. It is hence of impor-
tance to better understand factors influencing the rupture risk, as well as assessing the chances of
success vs. aneuryms-recurrence for different treatment-methods on short- and longterm timelines.
Ultimately it is our goal within the SPP 2311 project to develop a clinical surgeon’s tool for simulation-
based, patient-specific aneurysm treatment optimization.

In this talk, we present Lattice-Boltzmann-method based research and simulation results regarding
bloodflow within realistic, 3D and patientspecific vessel- and aneurysm-geometries reconstructed
from angiography-scans. Starting from this preoperative state, a risk-assessment w.r.t. the risk of
rupture of the aneurysm can be performed based on quantities of interest (Qols) such as the wall-
shear-stress.

Subsequently we are interested in the in-silico simulation of the corresponding medical treatment
by means of insertion of endovascular treatment devices. Depending on the type of aneurysm, we in-
corporate stents, flow-diverters and Woven-Endo-Bridge-devices by means of geometrical models as
well as the procedure of endovascular coiling by a 3D-embedded mechanical 1D-wire insertion sim-
ulation. The mechanical model takes into account manufacturer-predefined micro-structures giving
the coil its characteristic mechanical curling-behaviour.

After insertion again the hemodynamics, now within the treated aneurysm, are considered in order to
evaluate how the device influences flow-characteristics and rupture-relevant Qols. These bloodflow-
simulations are either conducted in a fully resolved (DNS) fashion or by means of a porous medium
surrogate model for the endovascular device, where the porous field parameters are obtained via
an averaging procedure from the actual device's geometry. Within this postoperative state ques-
tions regarding the occlusion quality of certain types of devices or factors increasing the risk of re-
growth/recurrence of the aneurysm due to insufficient occlusion are discussed.

In terms of long-term prognosis of the treatment outcome further bio-active components such as the
formation and growth of a thrombus between the medical device's wires are of interest. On the one
hand, thrombosis is wanted and does increase the aneurysm occlusion-ratio, while on the other hand,
excessive blood-clotting might also result in additional risks such as stenosis. Furthermore also the
incorporation of aneurysm-wall (weakening) effects, due to bloodstream pulsation, or the formation
of an edema in the (brain) tissue outside the aneurysm are goals of the project.
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Continuum-mechanics based computational models of the human brain can help to better under-
stand mechanics-related processes of neurodevelopment, injury, and disease. A major challenge is,
however, that brain tissue is extremely complex both on the microscopic and macroscopic scale: on
the microscale, itis challenging to identify load-bearing structures since brain tissue does not contain
fibrous collagen like many other tissues; on the macroscale, the brain is divided into many anatomical
regions that strongly differ in their microstructural organization and mechanical response.

In a recent study, we have shown that considering the differences of those anatomical regions is
essential to ensure the accuracy of whole-brain simulations [1]. However, calibrating material pa-
rameters for multiple brain regions remains a challenge: in phenomenological material models, the
calibrated parameters are often highly sensitive to experimental boundary conditions and cannot
be transferred to tissues that differ from the ones used for calibration. This issue can be overcome
with microstructure-motivated material models that have microstructural parameters with a physi-
cal meaning. Such parameters could be adapted to account for differences between individuals or
changes associated with aging or neurological disease. Here, we correlate mechanical data from
multimodal, large-strain experiments on healthy, postmortem human brain tissue with microstruc-
tural data of the same samples from histological examination as a first step towards microstructure-
informed constitutive models for different anatomical regions of the human brain. Additionally, we
consider observations from multiscale experiments with simultaneous mechanical testing and mi-
crostructural observation that shed light on the role of axons and blood vessels during brain defor-
mation [2]. Taken together, these insights lay the groundwork for fully microstructure-based material
models for human brain tissue.

[1] Griffiths, E., Hinrichsen, J., Reiter, N. & Budday, S. On the importance of using region-dependent
material parameters for full-scale human brain simulations. European Journal of Mechanics - A/Solids
99, 104910 (2023).

[2] Reiter, N., Paulsen, F. & Budday, S. Mechanisms of mechanical load transfer through brain tissue.
Sci Rep 13, 8703 (2023).

Humans have the remarkable ability to effortlessly perform and learn complex and versatile move-
ments whether walking through uneven terrain, lifting and manipulating objects or playing sports.
These abilities are the result of the intricate interplay between our neural control system, the under-
lying musculoskeletal system and the environment. Hence, understanding the mechanics governing
muscle-driven motion is crucial. However, despite extensive research, the neural control of muscle-
actuated motion remains elusive also due to limitations in experimental approaches.

Simulations of muscle-driven motion have emerged as a vital tool to overcome ethical and practical
constraints, allowing us to uncover cause-effect relationships which cannot be measured experimen-
tally. Such simulations enable us to change morphological aspects of the musculoskeletal structure
or the neural control strategy, yielding crucial insights into muscle-driven motion mechanics.

The insights hold promise for advancing rehabilitation techniques, refining surgical planning, inno-
vating assistive devices, and enhancing the performance of existing robots.

In this talk, | will show that muscle-tendon dynamics are beneficial for controlling and learning biolog-
ical movements. To do so, both model-based and learning-based methods (including optimal control,
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model predictive control and reinforcement learning) are used to control biological and robotic mod-
els. Based on my work, | show that it is crucial to include muscle dynamics to (1) correctly predict
voluntary movements, (2) simplify the control in terms of morphological computation, and (3) use the
inherent benefits of muscles to learn robust motions more data-efficiently.

Micro cracks, which naturally occur in bones under mechanical loading, are successively healed by a
process called bone remodelling under the activity of different types of bone cells. The main cell types
involved are osteoclasts and osteoblasts which are responsible for the resorption of old bone as well
as the formation of new bone material, respectively. However, osteocytes play an even more impor-
tant role in the process since they initiate bone remodelling by signalling mechanisms. This initiation
is attributed to different phenomena in the literature which are closely related to electromechanical
coupling. One particular mechanism that was experimentally observed in cortical bone between 2018
and 2020 [1,2] is flexoelectricity - i.e. the coupling between strain gradients and electric polarisation.
Since large strain gradients occur in the vicinity of cracks in response to mechanical load, this effect is
considered to be particularly relevant in the context of crack healing and, especially, for micro cracks
due to its size-dependency.

In the present contribution, the process of targeted remodelling in cortical bone is investigated via
a computational framework. Due to the higher-order characteristic of flexoelectricity, Isogeometric
Analysis is employed to resolve the flexoelectric initiation of the process whereas the subsequent
bone cell diffusion as well as the resulting crack healing is accounted for in a classic Finite Element
framework. The latter is combined with a surface growth algorithm in which the finite element mesh
is updated in each growth step in order to incorporate the production of bone material. By the exam-
ple of a micro-sized bone sample with a narrow micro crack, it is shown that the proposed framework
is capable of representing the whole process of bone remodelling, based on flexoelectric initiation.
Therein, anisotropy is considered for both the bone structure as well as for the diffusion tensors of the
bone cell concentrations. These concentrations are accounted for as independent fields and interact
with each other through different mechanisms such as source terms and boundary conditions. The
presented work is based on the model proposed in [3] and extended with regard to surface growth
and the modelling of the diffusion processes.
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Left ventricular assist devices (LVADs) play an important role in helping patients with heart disease,
primarily as a bridge to transplantation [1]. We simulate the interaction between blood flow in the
left ventricle, the LVAD flow rate, and the cannula inserted into the ventricle. To reduce complications
such as thrombosis, it is important to study blood flow in the left ventricle under LVAD support. We
identify areas of stagnation by solving transport equations for the Virtual Ink method in the ventricle
under different LVAD operating conditions. Such areas of stagnation and low velocity are prone to
thrombosis.
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From the point of view of computational mechanics, the definition of appropriate boundary condi-
tions plays a crucial role in this project for the structural and fluid mechanics parts, respectively. The
fluid boundary conditions at the valves and the LVAD cannula are obtained from a OD lumped param-
eter network of the cardiovascular system. The interaction between the ventricular wall and the fluid
isimposed by the wall motion. In our current work, we use a magnetic resonance imaging (MRI) based
left ventricular geometry and interpolate the ventricular mesh motion with radial basis functions. The
LVAD cannula is implanted at the apex and the pump flux is set as a time-dependent Dirichlet bound-
ary condition.

An in-house code [2] is used for the different stages of the simulation. It uses a stabilised finite ele-
ment method to discretise time and space. The fluid is subject to the incompressible Navier- Stokes
equations with a Newtonian material law. The key result is washout as a function of the LVAD oper-
ating conditions.
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The human shoulder joint combines mobility and stability in a unique musculoskeletal system. The
anatomical structure of the glenohumeral joint allows for an extensive range of motion, while passive
and active soft tissues ensure the joint's integrity through static and dynamic mechanisms.

Maintaining this delicate balance between mobility and stability is essential for proper shoulder func-
tion, yetitis easily disrupted by injury or pathological conditions. Despite the high incidence of shoul-
der disorders in clinical practice, understanding of the underlying biomechanics remains limited, pos-
ing major challenges for medical assessment and treatment.

Computational musculoskeletal models offer great potential for biomechanical studies of the shoul-
der's physiology, investigations of pathological conditions, objective predictions and evaluations of
(patient-specific) treatments, and the development of rehabilitation equipment for physical therapy.

While numerous reduced-dimensional multi-body models exist, research on comprehensive
continuum-based finite element models remains limited. However, three-dimensional interactions
between the joint components, such as contact and sliding mechanisms, are central to the shoulder’s
physiology. In contrast to multi-body models, continuum-mechanical models can represent such vol-
umetric effects, account for complex muscle fiber and tendon arrangements, and model sophisticated
constitutive behavior.

Considering their role as active joint stabilizers and force generators, skeletal muscles deserve special
attention regarding their material description. Passive skeletal muscle is - according to its histological
composition - commonly modeled as a transverse isotropic composite of unidirectionally oriented
fibers connected by extracellular tissue. Active contractile effects are incorporated through active-
stress or (generalized) active-strain approaches. Since selecting an appropriate constitutive model is
crucial for reliable predictions, the question arises of which material is best suitable for characterizing
the shoulder’s skeletal muscles.

In this contribution, we contrast three hyperelastic formulations considering mathematical, compu-
tational, and physiological aspects: an active-stress, an active-strain, and a generalized active-strain
approach.
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We discuss the concepts of modeling active material behavior from a mathematical and physiological
perspective, address analytical and numerical problems arising from the mathematical formulations,
and analyze the included biophysical principles of force generation in terms of physiological correct-
ness and relevance considering the modeling of the human shoulder. Conclusively, we present a
constitutive model combining the studied materials’ most promising and relevant properties. By the
example of a fusiform muscle geometry, we investigate force generation, deformation, and kinemat-
ics during active isometric and free contractions. Eventually, we demonstrate the applicability of the
material formulations in simulations of a comprehensive continuum-mechanical model of the human
shoulder.
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Stochastic systems influenced by an external affine control input are an interesting approach towards
understanding the dynamics of complex metastable systems. External input can accelerate transition
from state around local minimum to another one with significantly reduced time. Such stochastic
differential systems can be identified by a data-driven method, which is an extension of Extended
Dynamic Mode Decomposition, called generator-EDMD and introduced in [Klus et al. (2020)]. This
method has been successfully used to approximate the Koopman generator of stochastic systems.
Koopman generators, for the stochastic differential systems with an affine control input, transform
the kolmogorov backward equation into ordinary differential equation that is bilinear in expectation
and input, and this structure can be leveraged for the design of controllers and the prediction of
the expected values in the finite-dimensional subspace. We numerically apply gEDMD to predict the
expectations of one-dimensional overdamped langevin dynamics with double-well potential.

Model order reduction techniques have been developed to decrease the computational complexity
of large-scale systems while maintaining a certain accuracy. One standard way is to utilize proper or-
thogonal decomposition (POD) to build reduced order models. POD is the method of choice owing to
its linearity, the orthogonality of POD modes, and its optimality as a linear projection. Nevertheless,
the linear nature of POD comes to a limit for state reconstruction when applied to nonlinear dynamical
systems with very reduced order dimensions. As an alternative, nonlinear autoencoders (AEs) have
been widely used due to their nonlinearity and compatibility with other machine learning methods,
thereby enhancing reconstruction performance. In this work, we introduce clustering-based autoen-
coders for very low-dimensional parametrizations of fluid flow models. However, this approach is
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not suitable for dynamical systems derived from partial differential equations due to the discontinu-
ity inherent in many clustering algorithms including k-means clustering. Therefore, we discuss how
to maintain continuity by the integration of autoencoders and differentiable clustering networks and
evaluate this new approach in numerical simulations.

Physics-based, non-intrusive modeling comprises a promising solution to dynamics prediction for
systems with partially known physical laws, for which data are available, either through experimen-
tal campaigns or proprietary software simulations. Non-intrusive, reduced-order modeling methods
are specifically interesting, as they allow for high computational efficiency by projecting the system
dynamics onto a basis of reduced dimension. The inferred reduced-order models are highly accurate
for a wide class of dynamical systems. From a different perspective, a recent line of work has focused
on the inference of phyiscs-informed, full-order models (FOMs) which govern system dynamics. This
approach is motivated by the sparsity of polynomial operators in spatially discretized partial differ-
ential equations. Exploiting sparsity creates the potential for computation and storage of otherwise
intractable, non-intrusive FOMs. Under this perspective, inferred models are independent of a projec-
tion basis, which could in turn allow for dynamical predictions beyond the span of the training data.
Nonetheless, this capability comes at a significant offline and online computational cost. In this work
we investigate the potential of leveraging the capabilities of localized, sparse FOM inference with the
high computational efficiency of a non-intrusive ROM, via domain decomposition for systems with
localized, slow singular value decay. Assuming state access, the spatial domain is decomposed into
two subdomains where the system dynamics exhibit slow and fast singular value decay, respectively.
By inferring a full-order model on the former subdomain, we aspire to capture phenomena with slow
singular value decay, such as advection-dominated dynamics. Employing a ROM for the latter subdo-
main considerably restricts the involved computational cost for the overall system inference, while
retaining prediction accuracy over the span of the training data. Approaches for deriving the cou-
pled, domain-decomposed, non-intrusive FOM/ROM system are being discussed. Finally, we present
numerical results for linear and nonlinear systems which arise in fluid dynamics problems.

In this talk we present a hybrid finite element/neural network method for predicting solutions of par-
tial differential equations. The method is designed for obtaining fine scale corrections for the coarse
solutions from neural networks in alocal manner. The network is capable of locally correcting a coarse
finite element solution towards a fine solution by taking the local values of the coarse approximation
as well as other local information like values of the source term or velocity field as input. The key ob-
servations is the dependency between quality of predictions and the size of training set which consists
of a set of different problems, e.g. with different source terms or velocity fields, and corresponding
fine and coarse solutions. We provide the a priori error analysis of the method together with the sta-
bility analysis of the neural network. To support the theoretical claims we present the results of the
numerical experiments. We also illustrate the generalization of the method to problems where test
and training problems differ from each other, for instance in terms of domain, time, source terms,
etc.
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The source detection problem consists of a weighted connected graph and a signal spreading through
it with the following properties. The signal is sent with a constant velocity from a unique unknown
source node. For each node there is the possibility to measure the time at which the signal reaches
the node. The goal is to find the source node with as few measurements as possible without knowl-
edge of the starting time or the velocity of the signal. This talk takes two cases into account. In the
deterministic offline case | introduce the combinatorial concept of the spread dimension. Assum-
ing exact computation and no measurement errors, the objective is to determine as few as possible
measurement nodes to uniquely locate the source node, no matter which node actually turns out
to be the source. In the stochastic online case it is discussed how to find a probable source with an
iterative algorithm using parameter estimation and experimental design. This iterative approach re-
quires a repetitive nature of the signal so that in each iteration the information gained in the previous
iterations can be used.

The moment-sum of squares hierarchy by Lasserre has become an established technique for solving
polynomial optimization problems. It provides a monotonically increasing series of tight bounds, but
has well-known scalability limitations. For structured optimization problems, the term-sparsity SOS
(TSSOS) approach scales much better due to block-diagonal matrices, obtained by completing the
connected components of adjacency graphs. This block structure can be exploited by semidefinite
programming solvers, for which the overall runtime then depends heavily on the size of the largest
block. However, already the first step of the TSSOS hierarchy may result in large diagonal blocks. We
suggest a new approach that refines TSSOS iterations using combinatorial optimization and results
in block-diagonal matrices with reduced maximum block sizes. Numerical results on a benchmark
library show the large potential for computational speedup for unconstrained and constrained poly-
nomial optimization, while obtaining almost identical bounds in comparison to established methods.
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The relaxed micromorphic model [1] has demonstrated many advantages over other higher-order
continua. Bounded from above and below, it establishes two distinct scales governed by standard
linear elasticity with micro and macro elasticity tensors. Operating as a two-scale elasticity model, a
characteristic length regulates the transition (size-effects) while maintaining the scale-independence
of other parameters. However, identifying material parameters for enriched continua remains an
ongoing research challenge, entailing difficulties such as defining a representative volume element
and selecting appropriate boundary conditions to induce specific deformation modes.

In our talk, we present our recent findings in identifying the material parameters and boundary con-
ditions in the relaxed micromorphic model [2,3], furthermore a novel numerical homogenization ap-
proach will be introduced which avoids the classical macro-micro transition approach.

REFERENCES
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The composite voxel method [1,2] permits to accelerate FFT-based computational methods by provid-
ing a substitute constitutive law for heterogeneous voxels. In fact, such heterogeneous voxels arise
when coarsening a fine voxel grid or whenever the microstructure is given analytically. Subsequent
works [3-5] provided strategies for general inelastic and finite strain mechanics, suggesting a more
fundamental reason for the success of composite voxel technologies.

We present a natural derivation of the laminate composite voxel technique as an assumed strain
method, i.e., the general framework introduced by Simo-Rifai [6], for a specific choice of the extended
strain field. Therefore, laminate composite voxels arise from a kinematic assumption within a dis-
cretization scheme instead of a judiciously constructed constutive law, as originally assumed.
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Moreover, we propose a straightforward way to integrate composite voxels into a given level-set
framework for describing heterogeneous microstructures. We focus on the efficiency and accuracy
of computing normals and cut-volume fractions of composite voxels within this framework.
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Mathematically sound models and efficient solution procedures for thermo-chemo-mechanical
boundary value problems have gained increasing interest over the past decades, as the simulation
of these coupled multi-field problems forms an integral part in understanding processes like frontal
polymerization in 3D-printing, microstructure evolution in Li-ion batteries and embrittlement of steel
due to hydrogen diffusion. In this contribution, the fully coupled deformation-diffusion boundary
value problem of a swelling hydrogel is considered as it is a well understood benchmark problem
[L. Boeger, et al., Int. J. Solids Struct., 121, 2017], to compare different finite element implementa-
tions emerging from the formulation of the rate-type variational problem as a minimization and a
saddle-point problem. Besides the illustration of advantages and disadvantages of the two compet-
ing formulations in terms of e.g. matrix structure, convergence; results of scalability studies are also
presented that are based on a seamlessly integrated parallel solver framework [B. Kiefer, et al., Com-
put. Mech., 71, 2023] using the finite element library deal.ll and the parallel implementation of the
FROSch (Fast and Robust Overlapping Schwarz) solver framework of the Trilinos software library. The
FROSch solver employs the GDSW domain decomposition preconditioner and allows a fully algebraic
construction and, in its basic form, therefore does not require geometric information. Strong scal-
ing results up to 4000 cores are presented for representative examples of the coupled deformation-
diffusion problem.

The evolution of microstructures can be observed in various engineering and natural materials, such
as special alloys, silica glasses or soils. These macroscopic and microscopic effects are often controlled
by thermal and chemical changes or extern forces. In addition, serveral phases are usually involved in
these processes, whose energy potentials result in a non-convex total energy. A theory is presented
that can be applied to a wide range of elasto-plastic materials with kinematic hardening. In order
to obtain a general model, a relaxed free energy in small strain theory is defined using variational

48



principles for inelastic materials. This energy includes the dissipation of the substance as so-called
dissipation distances to facilitate a time-stepped incremental representation. Furthermore, the phase
volume fractions are contained in the weighted sum of the individual energies and are expressed
here using young measures. In the centre of the model, transition rates with underlying ordinary
differential equations (ODEs) are calculated, which allow access to the phase evolution of the system.
The initial results and the behaviour of this theory are explained using numerical simulations created
with the programming language Julia.

Powder Bed Fusion (PBF) is an additive manufacturing (AM) process, in which metallic objects are as-
sembled layer-by-layer by selective melting of metallic powder through laser or electron beams. The
complexity of the underlying physical processes impedes the thorough understanding of all the rele-
vant phenomena involved and complicates the control and reproducibility of the production process.

To improve the understanding of the above processes we consider a quantitative phase-field model,
based on basic laws of thermodynamics, to model the complex phenomena and arsing interfaces in
the production process.

To simulate the different aspects encoded in the model we propose and analyse

a so-called structure-preserving method, i.e. we construct the method such that the laws of
thermodynamics which are encoded in the equations are preserved hold even for the discrete ap-
proximations. This leads to robust and stable methods for which we can transparently perform the
error analysis by using relative entropy type methods.

The presence of long-range disorder and the lack of clearly defined defect regions makes understand-
ing the behavior of glasses on the nano-scale challenging. However, according to shear transforma-
tion zone (STZ) theory, weak spots prone to plastic rearrangements exist and can be identified in
the stress-free configuration. Various predictive methods, such as energy approximations and local
structural indicators, have been proposed to varying degrees of success. However, leveraging deep
mechanical insights, the local yield stress (LYS) method has shown promising success in the a priori
prediction of these spots. Employing the LYS method, we identify and analyze the distribution of the
weak spots in vitreous silica network glass samples, which have been generated by the Monte-Carlo
bond switch algorithm and subsequently subjected to true shear using AQS. The MC algorithm allows
us to generate systems with different levels of heterogeneity to study the disorder’s impact on the
predictability of these spots. Furthermore, we determine the average spot size by optimizing the free
radius across multiple samples and investigating its relationship with the heterogeneity. Intriguingly,
our results indicate an improvement in prediction accuracy with increased heterogeneity, alongside
a decrease in the optimal spot size.
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The aim of this talk is to present the work and findings of the project 'Foundations of Supervised Deep
Learning for Inverse Problems’. We propose a framework to analyze data-driven reconstruction oper-
ators for inverse problems, based on the classical theory of convergent regularizations and illustrate
this concept with several approaches to train a linear spectral regularizer. To draw a connection to
approaches that use plug and play priors, we further present a-priori rules to simulate noise in the
training process, meaning that the choice of training noise only depends on the noise level. Lastly,
we investigate ways to develop theoretically founded approaches to learn reconstruction operators
that go beyond linear regularization, for example by using input-invex architectures to parametrize
the regularization functional.

| discuss parameter optimization in neural networks with a view on combinatorial structures in param-
eter space which highlight the role of the training data and the set of feasible predictions parametrized
by the network. For regression with ReLU networks | present results showing in various cases that
mild overparametrization is sufficient to ensure that most regions of the parameter space associated
with different activation patterns of the units over the training data have no bad differentiable critical
points. Turning to classification, | present some results on the error surface and the solution sets de-
pending on the training data. The talk is based on joint works with Kedar Karhadkar, Michael Murray,
Hanna Tseran, Marie Brandenburg, Georg Loho.

The main challenge of large-scale numerical simulation of radiation transport is the high memory and
computation time requirements of discretization methods for kinetic equations. In this work, we de-
rive an approximation to the entropy closure method to accurately compute the solution of the multi-
dimensional moment system with a low memory footprint and competitive computational time. We
extend structure-preserving, neural network-based approximations of the closure of the moment sys-
tem to the context of regularized entropy closures. The main idea is to interpret structure-preserving
neural network approximations of the regularized entropy closure as a two-stage approximation to
the original entropy closure. We conduct a numerical analysis of this approximation and investigate
optimal parameter choices. Our numerical experiments demonstrate that the method has a much
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lower memory footprint than traditional methods with competitive computation times and simulation
accuracy.

The choice of the step size (or learning rate) in stochastic optimization algorithms, such as stochastic
gradient descent, plays a central role in the training of machine learning models. Both theoretical in-
vestigations and empirical analyses emphasize that an optimal step size not only requires taking into
account the nonlinearity of the underlying problem, but also relies on accounting for the local variance
within the search directions. In this presentation, we introduce a novel method capable of estimating
these fundamental quantities and subsequently using these estimates to derive an adaptive step size
for stochastic gradient descent. Our proposed approach leads to a nearly hyperparameter-free vari-
ant of stochastic gradient descent. We provide theoretical convergence analyses in the special case
of stochastic quadratic, strongly convex problems. In addition, we perform numerical experiments
focusing on classical image classification tasks. Remarkably, our algorithm exhibits truly problem-
adaptive behavior when applied to these problems that exceed theoretical boundaries. Moreover,
our framework facilitates the potential incorporation of a preconditioner, thereby enabling the im-
plementation of adaptive step sizes for stochastic second-order optimization methods.

PAC-Bayes generalization bounds have been shown to provide non-vacuous performance certificates
for several Machine Learning models.However, under adversarial corruptions, these bounds often fail
to maintain their non-vacuous nature due to the increased empirical risk. In this work, we address
this limitation by deriving

and computing the first non-vacuous generalization bounds for models operating under adversarial
conditions. Our approach combines the PAC-Bayes and Adversarial Smoothing frameworks to de-
rive generalization bounds for randomly smoothed models. We empirically demonstrate the efficacy
of our bounds in providing robust population risk certificates for stochastic Convolution Neural Net-
works (CNN) operating under L2 -bounded adversarial corruptions for both MNIST and CIFAR-10.

The realm of artificial neural network (ANN) training has witnessed considerable interest in recent
years, prompting researchers to delve into diverse mathematical approaches to refine the training
process. ANNs have seen growing application in tasks like image recognition, speech recognition,
and natural language processing (NLP) owing to their capacity to grasp intricate and abstract patterns
from vast datasets.

This paper specifically directs its attention toward elevating the existing comprehension of gradient
flow and gradient descent optimization methodologies. Our primary objective is to establish a robust
mathematical convergence theory concerning:

+ Continuous-time gradient flow (GF) equations

* Gradient descent (GD) dynamics
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The human heart sits inside the thoracic cavity and is enclosed in the pericardial sac (or pericardium).
The pericardium restricts the cardiac motion during the heart cycle but allows for frictionless sliding
along its inner surface. The restraining effect of the pericardium and surrounding tissues on the
human heart is essential to reproduce physiological valve plane movement in simulations and can be
modeled in different ways.

In this study, we investigate five different approaches used in recent publications and apply them
to the same whole heart geometry. Some approaches use Robin boundary conditions, others use
a volumetric representation of the pericardium and solve a contact problem (sliding contact formu-
lation). These two strategies are combined with a smooth spatially varying scaling or a region-wise
partitioning of the epicardial surface. We investigate the effect of the modeling choice on left ventric-
ular twist (no MRI data available), stroke volume, as well as the displacement of the mitral and the
tricuspid valve and compare the results to MRI cine data of the same patient. Additionally, we analyze
simulation times as well as contact pressures and contact distances for all scenarios.

In general, all scenarios follow the same morphology regarding mitral valve displacement, tricuspid
valve displacement and left ventricular twist. We show that - with the parameters used in the original
papers - Robin boundary conditions are computationally more expensive and lead to smaller stroke
volumes and less ventricular twist. Unrelated to this, simulations with a penalty scaling resultin a less
pronounced displacement of the tricuspid valve.

Reduced twist for the scenarios with Robin boundary conditions can be explained by the fact that
Robin boundary conditions are only valid for small rotations of the epicardial surface. Higher compu-
tational times for the simulations using Robin boundary conditions are a direct result of the increased
number of iterations the nonlinear Newton linesearch algorithm needs to converge. Further investi-
gation into why this is the case is warranted.

In one of the investigated scenarios adipose tissue is modeled using a volumetric mesh and the Robin
boundary conditions are applied on its outside surface. We conclude that this approach leads to
similar results as a partitioning of the epicardial surface into two regions with different penalty pa-
rameters and therefore a volumetric representation of the adipose tissue is neither necessary nor
practical. Based on our results, the sliding contact formulation appears to be advantageous in both
computational cost and accuracy.
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Diseases of the vasculature are routinely treated using antihypertensive drugs in clinical setups. How-
ever, certain combinations of drugs have been found to have undesirable effects [1]. Numerical sim-
ulations of the mechanical response of healthy and pathogenic arteries affected by drugs are impor-
tant in-silico tools to better understand the mechanical behavior of atherosclerotic arteries under the
influence of antihypertensive agents. This entails an accurate description of the absorption and diffu-
sion of drugs in the arterial walls in conjunction with a suitable material model. Accordingly, a coupled
pharmaco-mechanical model, which extends the smooth muscle cell (SMC) model by Uhlmann and
Balzani [2] by including a reaction-diffusion model for the transmural drug transport, is developed.
In particular, the effects of calcium channel blockers on SMC contraction are incorporated by defin-
ing the drug-altered intracellular free calcium concentration and the calcium-dependent activity of
the enzyme Mysoin Light Chain Kinase(MLCK). Residual stresses are accounted for using models for
stress-driven anisotropic growth and arterial wall remodeling [3]. Algorithms for the implementation
in finite element programs will be presented. Simulation results of atherosclerotic arteries under
intravascular pressure will be discussed with regard to the potentially negative influence of antihy-
pertensive drugs on atherosclerotic plaques.

[1] Howard, George, et al. "Is blood pressure control for stroke prevention the correct goal? The lost
opportunity of preventing hypertension." Stroke 46.6 (2015): 1595-1600.

[2] Uhlmann, K., Balzani, D. Chemo-mechanical modeling of smooth muscle cell activation for the sim-
ulation of arterial walls under changing blood pressure. Biomech Model Mechanobiol 22, 1049-1065
(2023).

[3] Zahn, A. (2021). Modeling of growth and fiber reorientation in soft biological tissues (Ruhr-
Universitat Bochum, Universitatsbibliothek). doi:10.13154/294-8303.

Today, cardiovascular diseases are among the leading causes of death worldwide. With a special
focus on the treatment of hypertension and the clinical consequences thereof, the computational
modeling of fluid-structure interaction with pharmaco-mechanical effects becomes increasingly rel-
evant. A fluid-structure interaction (FSI) model is extended to reflect the influence of drugs on the
structural properties of, possibly atherosclerotic,arterial walls. More precisely, a coupled pharmaco-
mechanical model which extends the smooth muscle model of Uhlmann and Balzani (2023) by in-
cluding a reaction-diffusion model for the drug interaction, is incorporated in the FSI model, lead-
ing to a fully coupled fluid-structure-chemical interaction model, denoted as FSCI. Furthermore, the
FaCSl factorization (introduced by Deparis, Forti, Grandperrin, and Quarteroni in 2016) for a fluid-
structure interaction problem is modified to include the pharmaco-mechanical coupling. The result-
ing linearized FSCI system is then solved with a Krylov method where the arising block subsystems of
the fluid, the geometry and the structure-chemical interaction are preconditioned by two-level over-
lapping Schwarz precondtioners with GDSW-type (Generalized Dryja-Smith-Widlund) coarse spaces.
These highly-scalable parallel GDSW (Generalized Dryja-Smith-Widlund) coarse spaces have been im-
plemented in the solver framework FROSch (Fast and Robust Overlapping Schwarz), developed at the
University of Cologne, TU Delft, and TU Freiberg; FROSch is part of the software library Trilinos. In
this talk, results of FSCI for a realistic setting are investigated using a finite element implementation
based on our software FEDDLIb (Finite Element and Domain Decomposition Library) and Schwarz
preconditioners from the Trilinos package FROSch.
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Liver transplantation is the only therapy to treat acute and chronic end-stage liver diseases, but chal-
lenges arise with an increasing number of elderly and multi-morbid donors and recipients. Grafts
from such donors frequently exhibit compromised quality due to hepatic steatosis, affecting tissue
structure, perfusion, metabolism, and overall organ function. Marginal grafts, characterized by hep-
atic steatosis, present a dilemma for surgeons who must decide whether to accept or reject the organ,
increasing either the recipient’s postoperative risk or the risk of mortality on the waiting list. Two ma-
jor challenges for these marginal liver grafts are the storage between organ procurement and trans-
plantation (cold ischemia) and the damage during reperfusion, known as ischemia-reperfusion injury
(IRI).

Computational continuum-biomechanical modeling of tissue represents an emerging approach to
resolve the intricate interplay of deformation, perfusion, and function in the liver (cf.[1]). The liver
lobules as the functional liver units are expressed as a homogenized porous medium based on the
theory of porous media (TPM; cf.[2]). Together with the cellular metabolic processes, a poroelastic
multiphase and multiscale function-perfusion model is obtained (cf.[3, 4]), coupling partial differential
equations on the lobular scale with ordinary differential equations on the cellular scale. Blood is
given as a fluid phase with anisotropic perfusion, whereas healthy liver, necrotic, and fatty tissue are
regarded as solid phases. The energy balance, cell death, and cellular functionality of each hepatocyte
can be modeled via systems biology approaches. This yields a spatiotemporal model which may be
used to describe the damage caused by oxygen and nutrient depletion during ischemia.

The efficacy of this approach stems from the integration of both experimental and clinical data for
parameterization and validation, combined with prior knowledge in the computational models. This
significantly enhances its real-world applicability for the assessment of IRl based on the simulation
of the spatiotemporal evolution of the considered phases and solutes. Image analysis, both classi-
cal and machine-learning-based, extracts liver lobule geometry and steatosis zonation patterns from
histopathological images. Laboratory data provides initial and boundary values, alongside informa-
tion on the transplantation process, such as cold ischemia time. This framework offers predictive
and patient-specific assessment of IR, thus representing a significant step towards a support tool for
clinical decision-making (cf.[1]).

[1] Christ et al. Frontiers in Physiology 12:733868(2021)

[2] Ehlers:,Foundations of multiphasic and porous materials” in Porous Media: Theory, Experiments
and Numerical Applications(2002).

[3] Ricken et al. BMMB 14:515-536(2015)
[4] Lambers et al. BMMB, accepted for publication(2023)
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Mechanical systems are known to exhibit complex dynamical behavior and may undergo qualitative
changes to their dynamics under parameter changes. Mapping out complete bifurcation diagrams
either numerically or experimentally is resource-consuming, or even infeasible. Taking a data-driven
approach, this study investigates how bifurcations can be learned from a few system response mea-
surements. Particularly, the concept of reservoir computing (RC) is employed. As proof of concept,
a minimal training dataset under the resource constraint problem of a Duffing oscillator with two
different external forcings has been provided as training data. Our results indicate that the RC not
only learned to represent the system dynamics for the trained external forcing, but it also manages
to provide qualitatively accurate and robust system response predictions for completely unknown
parameter regimes outside the training data.

A precise physical model relies on a correct representation of relevant phenomena and can be easily
adapted to changing system parameters once set up. In contrast, with data-driven models, physical
phenomena do not need to be explicitly modelled, because the models automatically capture rele-
vant effects through measurements. However, many measurements under the considered operating
conditions are required to sufficiently represent the possible parameter space.

By combining these modelling methods, hybrid models can be created, in which it is possible to in-
fluence which disadvantages and advantages of the respective modelling method are retained, and
which are balanced out. One example for hybrid models are discrepancy models. These contain a
physical model of the basic system behaviour. Inaccuracies due to unmodelled phenomena, param-
eter inaccuracies or numerical errors are then compensated using a data-driven model.

For the modelling of a multibody system, two methods of discrepancy modelling are applied in this
work. The first method is based on the discrepancy of the state vector. The second method is based
on the discrepancy of the time derivative.

An excited four-bar linkage with friction in the joints serves as an application example. Measure-
ments of both displacement and acceleration are taken at the coupler point of the four-bar linkage.
Subsequently, the two presented methods are applied, and the results are compared with respect to
accuracy and calculation time. Furthermore, the preconditions for the application of the respective
method are discussed.



The identification of parameter values generating a specific solution is one of the fundamental tasks
in dynamic system analysis. Therefor, classically either a corresponding mathematical model is for-
mulated based on physical principles or a real-world experiment may be set up. The identification is
then an iterative process of changing parameter values p and comparing the resulting system behav-
ior x(t) with a desired one until both coincide. However, if the expense of this procedure increases
caused by high system complexity or if the system dynamics is even unknown, more sophisticated
approaches have to be taken [1] or machine learning strategies [2] may be applied.

Here, a machine learning approach will be taken which also reflects dynamic properties. Especially, in
a nonlinear dynamic system the solution is given by the phase flow x(t)=¢(t;xo,p), which maps a state
Xo onto all consecutive ones x(t). However, if the system equations are unknown, the phase flow is
unknown as well. This is why the use of a neural network with recurrent cells involving adjustable
weights is proposed. The recurrence of this network is then able to account for the causality of the
phase flow. To perform a fully equivalent mapping, the weights of the model are iteratively trained
with the aim to minimize the loss reflecting the difference between some training trajectories and the
corresponding network output calculated autoregressively from the same initial conditions.

Once the recurrent model is trained, the identification task may be executed for a particular solution
trajectory where the goal is to find the corresponding parameter values. Therefor, two different ap-
proaches are proposed and compared: On one side, an evolutionary optimization algorithm starts
from randomly guessed candidates of parameter values and updates them iteratively based on their
corresponding reconstruction loss. On the other side, the identification is performed by the network
itself. Two additional weights, which have been ignored so far and represent the parameter values,
are now trained with the aim to rebuild the desired solution trajectory while keeping all other, already
trained weights of the network unchanged. Both suggested schemes have been applied to identify
the length of a nonlinear mathematical pendulum and the preload of a translational return spring
attached to it.

[1] Vega, D. C., Paz, S. R., Ornelas-Tellez, F. & Rico-Melgoza, F. J. (2018). System Parameters’ Identifica-
tion and Optimal Tracking Control for Nonlinear Systems. IFAC-PapersOnlLine, 51, 431-436.

[2] Rudi, |., Bessac J. & Lenzi A. (2021). Parameter Estimation with Dense and Convolutional Neural Net-
works Applied to the FitzHugh-Nagumo ODE. arXiv:2012.06691.

Shape optimization of a multi-component hydraulic turbomachinery is cumbersome and computa-
tionally expensive due to the number of computational fluid dynamics (CFD) simulations required.
Sensitivity analysis (SA) is crucial in reducing the model parameters. Morris sensitivity analysis (1) is
used to screen the essential parameters, requiring only a few points to identify the most important
input parameters from many parameter sets. It offers cheaper computations needed to perform SA.
This method is based on the so-called elementary effects (EE), which calculates the derivatives using
the finite difference method. The drawback of this method is that in case of a failed simulation, the
whole trajectory consisting of n+1 simulation results needs to be thrown away instead of just the
failed simulation result.

In this work, an alternate way to calculate the Morris method’s elementary effect (EE) has been tried
using Deep Learning's (DL) backpropagation (2). To accomplish this, a supervised learning technique
is implemented to map from inputs to outputs. The chain rule of differentiation is utilized to obtain
the partial derivatives of the functions calculated by the trained DL model. As mentioned earlier,
this approach solves the drawback, as it is not trajectory-dependent. The study concludes with an
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observation that a model trained with fewer Morris samples cannot compute similar EEs as computed
through finite difference approaches. On the other hand, a model trained with many training samples
shows a promising result.

References
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Continuum robots, like those constructed from curved concentric tubes, have emerged as a promis-
ing technology in the medical field due to their potential for intricate procedures such as medica-
tion delivery and biopsies. The mechanisms of these robots show potential for precise navigation
around challenging anatomical structures like vessels. Despite the availability of first-principle mod-
els, accurately predicting the final shape of such continuum robots remains a challenge, primarily
since critical effects such as concentricity deviation, hysteresis, or non-linear material behavior are ne-
glected in the modeling process. Furthermore, assessing the error between the predicted and actual
robot shape is a challenging task, as accurate measurements of the robot are mandatory. Automated
photogrammetry-based measurements in multiple images, for example, based on the detection of in-
terest points, are difficult to realize, necessitating the manual identification of corresponding points to
reconstruct the robot's three-dimensional structure. This contribution introduces an iterative-closest-
point algorithm, leveraging optimization techniques to align a 3D curve as the reconstruction with
images of the robot. The algorithm facilitates arbitrarily fine and equidistant sampling of the robot,
addressing and overcoming limitations of widely used reconstruction techniques.

This study focuses on the optimisation process of crash box design. The design optimisation process
is resource-intensive and requires multiple dynamic simulations. Numerous design parameters can
be varied to satisfy the crashworthiness objectives [1]. Therefore an intelligent and robust ML frame-
work has been developed. This framework can be employed to assist in the optimisation of various
crashworthiness components with different crashworthiness objectives.

Here, a reinforcement learning-based (RL) machine learning framework is developed. It consists of a
FEM surrogate and reinforcement learning (RL) environment. The FEM surrogate is trained using data
from FEM simulations as well as synthetic data generated by a Generative Adversarial Network (GAN)
[2]. An inverse problem is solved for optimising the geometrical parameters of the boundary value
problem while the RL is receiving input from the FEM surrogate. RL has proven to be accurate in many
fields due to its ability to explore and exploit the learned dynamics. Conventional algorithms require
numerous iterations and tuned functions to achieve appropriate results and need to be initialised
after a slight change in the problem [3]. Due to an optimisation of input parameters in an inverse
problem, RL is chosen for the present investigation.

For the simulation data needed, the crash box is designed with linear first-order accurate four nodal
shell elements, which are suitable for large deformations and arbitrary large rotations and based on
the Mindlin Plate theory [4]. Also, bilinear elastoplastic material along with geometrical nonlinearity
is used to simulate the dynamic deformation process.
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The RL agents learn to vary the crash box design parameters and search for the optimal parameters.
The optimal parameters are based on the user-defined crashworthiness objectives.
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In the past years, results based on a technique called convex integration have drawn lots of interest
within the community of mathematical fluid mechanics. This technique allows to prove existence of
infinitely many solutions for the multi-dimensional compressible Euler equations. All these solutions
satisfy the energy inequality which is commonly used in the literature to identify physically relevant
solutions. On the other hand, intuitively at least some of the infinitely many solutions still seem to
be non-physical. For this reason one has studied additional admissibility criteria regarding maximal
energy dissipation, to no avail: such criteria do not select the solution which is expected to be the
physical one.

In this talk we give an overview on the aformentioned non-uniqueness results and we explain why
maximal dissipation fails to single out the solution which is presumably the physical solution.

The theory of hyperbolic PDEs in one space dimension focuses to a large extent on strict hyperbolic
system.

The key property of such systems is that there are distinct and ordered eigenvalues which do not
change their ordering across waves. However, in a recent work a symmetric hyperbolic system mod-
eling two phase flow was investigated. This model is non-strictly hyperbolic in the sense that eigenval-
ues may coincide and change their ordering across waves. This property leads to complicated wave
phenomena barely studied in the literature. In this talk we want to revisit this system and its complex
properties. Furthermore we suggest a simpler generic model which exhibits similar features. Thus it
is demonstrated that these phenomena are not only related to two phase flows but may be a general
feature of non-strict hyperbolic problems.

Kinetic models describe a wide range of physical processes relevant to natural and engineering sci-
ences where a large number of particles is involved. Compared to macroscopic models describing the
behavior of averaged quantities in terms of densities, kinetic models are closer to particle descriptions
by operating on an intermediate level between the particle perspective and the macroscopic behavior.
More detail to specific phenomena and a more accurate mathematical description of the problem may
thus be provided by kinetic models for a broad range of phenomena in the areas of rarefied gases,
radiative transfer and turbulence modelling. Kinetic models possess a multiscale nature with respect
to the Knudsen number, i.e. the ratio of the mean free path of particles and the characteristic length.
As this multiscale nature may vary locally in space and time, a long-standing multiscale approach is
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given by asymptotic preserving schemes passing from the kinetic to the macroscopic model on the
discrete level. Hereby, a specific technique for the construction of asymptotic preserving schemes
is micro-macro decomposition. Recently, efficiency of numerical schemes for specific kinetic models
modeling radiative transfer has been increased by a Schur complement strategy by Peng and Li [Siam
J. Sci. Comput. 2021] allowing to implicitly discretize those terms in the micro-macro equation which
are linked to diffusion in the asymptotic limit. This work rigorously proves unconditional stability for
low order schemes with additional numerical verification for higher order approximations, meaning
that for small scaling parameters near the macroscopic limit arbitrarily large time steps may be cho-
sen. Upwind Summation-by-Parts (SBP) schemes provide a generic framework to construct robust,
structure preserving approximations of higher order. For upwind SBP space discrtizations in combi-
nation with implicit-explict Runge-Kutta (RK) time integrators, it is possible to rigourously extend the
theoretical unconditional stability result by Peng and Li to higher order spatial discretizations using
the energy method. Multiderivative RK methods include higher order derivatives within their stages,
similar to a Taylor series method. This allows for higher order methods with fewer stages as well as
for the construction of unconditionally strong stability preserving high order schemes. Under specific
conditions on the multiderivative RK scheme, unconditional stability for linear kinetic transport may
be achieved as well. In this talk, we thus discuss the combination of upwind SBP space discretization
and implicit-explicit multiderivative Runge-Kutta time integrators for linear kinetic transport equa-
tions.

Many problems in computational fluid dynamics are described via the compressible Euler or Navier-
Stokes (NS) equations.

Recently, dissipative weak (DW) solutions have been introduced as a generalization to classical so-
lution concepts. In a series of works, DW have been established as a meaningful concept from the
analytical and numerical point of view. DW solutions do not have to fulfil the equations weakly but
up to some defect and oscillation measures. They are a natural extension of classical solutions since
DW solutions coincide with them if either the classical solution exists, referred to as the weak-strong
uniqueness principle, or if they enjoy a certain smoothness. Further, they can be identified as limits
of consistent and stable approximations and convergence towards DW solutions have been demon-
strated for several structure-preserving numerical methods in the context of the Euler and Navier-
Stokes equations.

In this talk, we give an introduction to the concept of DW solutions and summarize recent results in-
side this framework. We consider, in particular, high-order FE schemes and demonstrate convergence
to DW solutions for the multi-dimensional Euler equations. To this end, it is crucial that structure-
preserving properties, such as positivity preservation and entropy inequality hold, and the schemes
are consistent with the underlying PDE. We show how to ensure them and in numerical simulations,
we verify our theoretical findings. Importantly, the applicability of DW solutions extends beyond the
Euler and Navier-Stokes equations. As we conclude, we offer a glimpse into the future, discussing
potential developments in this evolving field.
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In recent years, soft robotics has developed into an innovative and increasingly important area within
robotics. The basic idea in this novel field is to use soft materials. These materials have a softness
comparable to human tissue. With these materials, soft robots are capable of adapting to and in-
teracting with their environment without extensive use of sensor systems. Their field of application
therefore ranges from safe human-machine interaction to medical aids, for example as a surgery tool.
For practical applications, itis important to understand and determine the deformation of a soft robot
as a function of various input parameters. A universally applicable and pneumatically actuated bend-
ing actuator was used as a real example. It was designed at the Institute of Computational Physics in
Engineering (CPE) at the RPTU Kaiserslautern-Landau. In the case of this bending actuator, the input
parameters include, for example, the set air pressure in the actuator and its material stiffness. The
deformation behavior can be determined using two approaches. On the one hand, experiments can
be carried out. On the other hand, it is possible to set up and run simulations. Both options were
used.

The simulations conducted simplify the investigation of the deformation behavior in such a way that
the influence of different parameter variations can be carried out efficiently and in a time-saving man-
ner. One disadvantage is the model of the bending actuator used. The model is not capable of fully
representing the complexity of a real bending actuator. For example, non-linear behaviors were sim-
plified and approximated by linear submodels. However, experiments show the actual behavior of
the bending actuator with its non-linear characteristics.

With the help of simulations, it is possible to investigate the deformation behavior as a function of
various input parameters. In addition, the impact of individual parameters on the deformation can
be highlighted. The comparison between experiment and simulation reveals errors. In a further step,
these can be understood and corrected.
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Many applications like model predictive control, observers, gaming, visualization of systems with hu-
man interaction or driving simulators require real-time simulation where the computer model can
be executed at least as fast as the underlying physical system. However, as the complexity of mod-
els grows, e.g. in case of flexible multibody dynamics accounting for body elasticity, this becomes
harder even with high-end computers and parallel computing. Also the modeling itself may become
too cumbersome to come up with causal models, especially in industrial applications, or modeling
may even be impossible due to unknown physical effects. In such cases, data-based modeling with
Al-strategies may be an alternative to come up with real-time capable simulation models.

The idea is rather simple: Starting from randomly chosen initial conditions and system parameters p,
we may first generate data x;=x(t;), ui=u(t;), i=0,1,2,..., offline for state x(t) and control u(t), either by
costly simulations of a given causal model or measured from a physical experiment. Based on these
trajectory data, we may then generate approximations for the state function of differential equation
dx/dt=f(x,u;p) by 15t order finite differences fi(x;.1-X;)/(ti+1-t;) or any higher-order differences. These
samples (x;,u;,p)fi serve then as training and test sets to find an Al-model fa(x,u;p) as substitute
for the original or unknown state function. Due to the short execution time of Al-models like artifi-
cial neural networks (ANN) or random decision trees, the approximate state equation dx/dtfa (x,u;p)
can finally be solved faster than real time. At least for short time horizons as required in controlled
systems or systems with feedback, the prediction quality of the learned model is sufficient and over-
comes the bottleneck of limited system complexity.

A first test of the proposed method with ANN applied to the Duffing equation has shown high con-
formity of predicted and directly simulated trajectories, both integrated with the Dormand-Prince
scheme ode45. The same holds for a second test case, the multibody system model of a closed-loop
mechanism called lambda-robot. The promising results motivate the study of more complex multi-
body systems where real-time capability becomes an issue.

This study investigates the application of COMPrOMISE, a derivative-free trust-region optimizer, to the
complex optimization of hydraulic turbines with multiple, possibly conflicting, objective functions. As
is usual in multi-criteria optimization, the goal is the identification of optimal trade-offs between those
objectives, constituting the so-called Pareto set.

Traditional optimization methods often require a large number of function evaluations, which can be
prohibitively expensive for hydraulic turbines, where each evaluation involves a time-consuming fluid
simulation. For the same reason, gradient-based methods cannot be directly applied.

CoMProMISE is a trust-region solver that utilizes local surrogate models to approximate gradient infor-
mation with a minimal number of function evaluations. This technique has demonstrated efficiency
onsimple test problems. Our contribution now aims to evaluate the performance of CoMProMISE and
the well-established Genetic Algorithm NSGA-Il on a more challenging, highdimensional application.

The case study uses a detailed model of an axial turbine characterized by thirty design parameters
that cover multiple aspects of the turbine’'s design and functionality. The flow within the turbine is
simulated using OpenFOAM, a powerful open source computational fluid dynamics tool. The NSGA-II
algorithm is applied to optimize two main objectives: increasing the efficiency of the turbine and min-
imizing the cavitation volume, which is essential for the performance and durability of the turbine.
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Additionally, there are constraints associated with the design head which have to be fulfilled. It pro-
vides an initial approximation of the Pareto set, where efficiency and cavitation reduction should be
balanced in such a way that neither criterion can be improved upon without detrimentally affecting
the other. However, as a heuristic algorithm, NSGA-Il requires a large amount of function evaluations
and there is no formal convergence guarantee. We hence use points from the approximate Pareto
set to initialize COMPrOMISE for further investigation. This combined method evaluates whether the
NSGA-Il algorithm has reached full convergence. If convergence is not achieved, it provides alternative
solutions that are closer to the true Pareto set.

The primary objective of this investigation is to assess the real-world applicability of COMPrOMISE
and the synergy potential of different optimization techniques in the design process of a hydraulic
turbine. To investigate whether an integrated optimization strategy can yield more efficient and ef-
fective turbine designs, COMPrOMISE is applied to either improve or verify solutions from the Genetic
Algorithm.

In the fields of robotics and biomechanics, the integration of elastic potentials such as springs and
tendons in legged systems has long been recognized for its role in fostering energy-efficient locomo-
tion. Yet, a persistent challenge remains: designing a robotic leg that reliably performs well across
diverse operating conditions, especially varying average forward speeds. It is not even clear whether,
for such a range of operating conditions, the stiffness of the elastic elements needs to be varied or
if a similar performance can be obtained by changing the motion and actuation while keeping the
stiffness fixed.

The goal of our investigation is to conduct an extensive parametric study on a monopedal robot that
is featuring a linear leg-spring (stiffness k) operating in parallel to the leg's actuator (parallel elastic
actuation).

Our primary focus is to identify the influence of the parameter k on the energy efficiency of the robot
while performing a periodic hopping motion (gait). This is done within an optimal control framework,
which generates motions and actuator inputs that minimize the energetic cost of transport. We con-
struct this periodic trajectory optimization problem by discretizing the actuation space with B-splines
and solving a multiple shooting problem. The optimization problem is parameterized by k and the
desired average forward speed v.

In this contribution, we present a framework to efficiently navigate the extensive optimization land-
scape for various parameters and generate a surface illustrating optimal gaits. This framework relies
heavily on numerical continuation methods. These techniques offer computationally efficient anal-
yses, aiding in visualization and insightful analysis of the surface. The ultimate goal is to contribute
valuable insights that facilitate the efficient design of robotic legs adaptable to diverse locomotive
demands.

For the predictive simulation and optimization of high-precision optical systems a complex multidisci-
plinary simulation needs to be set up which considers besides the optical behavior also the dynamical
and thermical behavior. There exist many couplings, e.g. when thermal energy is floating through the
system, deformations due to thermal stresses occur which in turn change the geometry and the op-
tical path. However, not only the optical ray tracing is involved by heat but also the optical properties
of the material of lenses are changed. Care in all details needs to be spent, e.g., the heat may not
be just included point-wise on the lenses and mirrors but a precise modelling of the laser-rays must
be investigated and introduced. In this talk an overview of an framework is presented which can
efficiently and precisely simulate such effects. For a system with several lenses, the distortions of
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optical images based on dynamical thermal loads are shown. Such a framework allows not only sim-
ulations but can also be extended to perform optimizations, uncertainty analyses or it can be coupled
to control algorithms or model order reduction.

S01.02: Robotic Applications
Date: March 21, 2024 08:30-10:30
Room: G22/217
Chair(s): Oveisi, Atta
Pal, Amit Kumar
Nestorovic, Tamara

Three-dimensional (3D) reconstruction stands as a cornerstone in diverse robotic applications, serv-
ing critical roles in scene understanding and navigation. Typically, LIDAR has been a key player in
generating precise point clouds of the environment, supplying essential data for these applications.
Nevertheless, the efficacy of LiDAR sensors is notably hampered in challenging conditions, for exam-
ple, the presence of water or icy surfaces. The intricate interplay between laser beams and icy or
non-ideal surfaces can lead to signal degradation, distortion, or even complete signal loss, adversely
impacting the accuracy and reliability of the 3D reconstruction process. The reflective and refractive
properties of ice, coupled with its variable surface conditions, introduce complexities that traditional
LiDAR sensors struggle to navigate.

This paper investigates the limitations of LiDAR in detecting and reconstructing an icy surface, and
proposes a multimodal approach for improved 3D reconstruction using different sensors. To com-
plement the LiDAR, we aim to identify the regions with presence of ice on the surface where LiDAR
is expected to perform less accurately, and compensate by leveraging visual and depth cameras for
improved understanding of the surface texture, and adding a thermal camera to provide valuable
temperature information. We explore the integration of diverse data sources to enhance the robust-
ness of reconstruction algorithms in challenging environments. Our study investigates how the fusion
of data from different sensors can effectively capture the intricate details of icy surfaces, ensuring a
more accurate understanding of the environment.

The experimental results aim to benchmark the accuracy of detection and 3D reconstruction methods
for icy surfaces using different sensor modalities. We discuss the insights gained from our study and
highlight the potential impact on various robotic tasks, emphasizing the importance of robust 3D
reconstruction in adverse environmental conditions. To facilitate further research in this domain,
we also contribute an open-source dataset comprising synchronized recording of multiple sensors
(LIDAR, RGB camera, depth camera, thermal camera) on diverse icy surfaces and objects.

In conclusion, this paper presents an effort in addressing the challenges of 3D reconstruction of icy
surfaces by leveraging multiple sensor modalities, thereby contributing to the development of more
resilient robotic systems capable of navigating and understanding environments with icy conditions.

In the realm of robotics, the era of autonomous driving is marked by unparalleled innovation and
exploration. The first segment of this study delves into techniques for robot navigation, with a par-
ticular focus on the pivotal role played by the Robot Operating System (ROS) in facilitating seamless
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communication and coordination among various faculties of a mobile robot. Planning algorithms con-
stitute an integral aspect of robot navigation, and this work initially explores and compares different
classical planning algorithms, including the A* algorithm. The widely studied mobile robot, Turtle-
bot3, is employed to test the capabilities of these algorithms, empowered by cutting-edge sensors
and ROS to navigate intricate environments with precision and adaptability guided by various plan-
ning algorithms. Many planning algorithms generate trajectories with sharp turns, e.g. graph search
methods on coarse maps leading to challenges such as increased time consumption in actuation and
jerky movements due to physical limitations on the turning speed of the mobile robot. Path smooth-
ing, investigated in this work, is employed to mitigate these issues. The challenges and advantages
of using spline interpolation for path smoothing are also explored. The second part of this study
capitalizes on the benefits of imitation learning in navigation. Traditional planning and smoothing
algorithms are computationally intensive. Instead of executing these algorithms directly on the em-
bedded hardware of the robot, which often has limited computational capacity, they are implemented
in a simulated environment using a model of the mobile robot across various scenarios. The robot's
behavior is simulated in different environments with multiple obstacles and goal locations, allowing
classical planning algorithms to learn optimal paths. From the simulation data, a supervised learning
problem is formulated and solved using an artificial neural network. The trained network is then de-
ployed on the real robot system. To validate this approach, the performance of the actual classical
planner and that of the trained neural network is compared in real-time. This technique holds the
potential to leverage simulation-based training and neural networks to enhance navigation efficiency
while respecting the hardware limitations of the robot, consequently saving energy for repetitive use.

The success of model predictive controllers (MPC) is well-known in the field of control and robotics to
the extent that MPC has become an industry standard for different sectors, such as automated driv-
ing. The main advantage of using MPC is that the dynamics of the system can be taken into account
to perform predictions over the state space manifold and use the predicted trajectory to construct
an optimal problem that glides the system states toward a final state while different constraints can
be integrated into the control system. This approach is proven to improve the safety and reliability
of the controllers. However one of the major drawbacks is that MPCs are generally computationally
more complex than traditional model-free approaches. This increases the requirement for capable
hardware to implement the MPC online, which might be challenging for small mobile robots with
limited power due to space and budget constraints. Motivated by the aforementioned challenges of
realizing MPC in real-world applications, this paper explores the feasibility of training feedforward
neural networks to imitate MPC controllers in simulation and then deploy the trained networks in the
actual system with computationally affordable processors that comply with the limited power con-
sumption. This methodology has massive potential to reduce the inference cost from the controller,
especially when used repetitively for any specific task. This is because the computational complexity
of the MPC is much more than the forward pass of a neural network. The cost-effectiveness of the
proposed approach in this paper is proven numerically on a benchmark problem. Also, this method
can be implemented by training the MPC controller on an actual system once and then training the
network to imitate the MPC, which will further decrease the propagation of modelling bias.

Accordingly, in the rest of the paper, a systematic algorithm is presented that can replace the tradi-
tional MPCs for multiple inference after training. Several MPCs are implemented and the effectiveness
of neural networks in imitating the MPCs is investigated. For the purpose of validation, the proposed
imitation network performance is compared against costly MPC and the methodology is tested on an
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actual inverted pendulum system. Moreover, potentially modern GPU-based hardware can be used
to parallelize the forward pass for an even faster response from the controller.

S01.03: Dynamics and Multibody Systems - Fundamentals and Application
Date: March 21, 2024 14:00-16:00
Room: G22/217

Chair(s): Nestorovic, Tamara
Schmidtchen, Fabian

Hammer throwing is a motorically demanding sport in which the execution of the movement signif-
icantly influences the result, i.e. the throwing distance. There are many approaches for supporting
technical training that are based on measurement technology and image capture. The accelerations
and locus curves of the athlete and hammer are recorded and compared. In this article, these meth-
ods are supplemented by a MBS of the hammer throw. The kinematics of the hand movement is
described using a parameterised synthetic trajectory. Scalar parameters in the approach allow the
trajectory to be modified. With a MBS model of the wire cable and the hammer, the movement of the
hammer can be determined by numerical time integration from the hand’s trajectory. This results in
the final throwing distance. Using heuristic methods, the parameters of the hand movement can be
optimised for a maximum throwing distance. The optimised movement sequences can then be used
to improve the athlete's training.

Certain restrictions in the linear forming process can be overcome through a free kinematic forming
process, where the respective workpiece contour is formed by a tumbling or cyclic rolling movement
of the forming tool. Due to this special kinematics, only a small part of the tool is ever in engagement
with the workpiece, so the component is formed incrementally. The final geometry, therefore, does
not have to be created in one stroke but can be carried out step by step in several partial strokes.
In order to determine the optimal trajectory of the forming tool, the kinematic interplay between
the workpiece, forming tool, and printing trajectory must be numerically captured in a mathematical
model. The specific trajectory is based on the component being formed, as well as the actual geometry
of the forming tool. In the subsequent control loop, the mathematical model is used to determine
if the computed printing trajectory indeed produces the desired geometry of the workpiece. If the
desired geometry cannot be achieved with the computed trajectory within a specified tolerance, the
geometry of the forming tool has to be adjusted. This contribution details the approach to developing
this kinematic model, which would then serve as an approximation to a detailed forming simulation,
enabling a rapid assessment of the influence of the tool trajectory on the forming result based on the
tool geometry.



Passive dynamic absorbers, also known as mass dampers, are typically investigated for their use in vi-
bration suppression of buildings and other civil engineering structures. The proposed model consists
of two rigid bodies, where the main body rests on a fractionally viscoelastic foundation. Additionally
attached mass represents a nonlinear energy sink. The dynamical interaction and behavior of the
two-degree-of-freedom mechanical system are described with a system of two coupled differential
equations of the second order. The first equation contains the damping term described with fractional
order derivative which has physical meaning for the range between 0 and 1. The second equation is
nonlinear. The nonlinear fractional differential equation system is solved using incremental harmonic
balance and the Newmark method, and results are compared. The influence of the resting founda-
tion viscoelastic properties on the main body dynamics is analyzed. Additionally, the influence of the
other system parameters variation, especially the mass/damper features, on amplitude-frequency
response curves are analyzed and discussed.

A group rolling, without sliding, of a finite number of heavy, homogeneous and isotropic balls or thin
discs, of equal radius, between finite number of concentric circular paths of rolling and contacts is
studied. The first circular path is stationary, and the others can rotate around a common axis, perpen-
dicular to the common plane of the plane in which they lie. The configuration of this hybrid system is
determined from independent generalized coordinates, with the number of independent generalized
coordinates-central angles. The dynamic configuration of all bodies in rolling and contacts, without
sliding is defined by central angles.

Expressions were determined for the instantaneous angular velocity of rolling, without slipping, of
each of the subgroups of bodies rolling in a row, the relative angular velocity of rotation around their
own axes, of each of the circular paths drawn by the rolling of the subgroups of bodies and along the
first and subsequent circular paths, and in permanent contact with the next circular path.

The last in a series of circular path is rigidly connected to the shaft with which it rotates at the same
angular velocity. While all the other circular trajectories, except for the last which is fixed, can easily
rotate around the shaft, and their angular velocities are determined by kinetic connections with the
rolling bodies.

The instantaneous rolling angular velocities of each of the subgroups of the body in rolling, with-
out slipping, of the studied dynamics of the system were determined. A system of the number of
nonlinear differential equations of the nonlinear dynamics of the system was determined, as well as
the corresponding system of the number of equations of phase trajectories, and sketches of phase
portraits and nonlinear dynamics were drawn. An analysis of the structure of singular points is given.

Based on the obtained results, a model of the construction of a multi-layer radial ball bearing was
formed and the nonlinear dynamics of the rolling of subgroups of balls in the bearing was studied, as
well as the interaction of the nonlinear dynamics of the rolling of the balls in the model of the radial
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double-layer ball bearing and the nonlinear rotation of the shaft. The kinetic pressures on the - kinetic
contact forces on the balls of the radial ball bearing were analyzed.

S01.04: Dynamic and Mechatronic Systems - Modelling, Simulation, Control
Date: March 21, 2024 17:40-18:40
Room: G22/217

Chair(s): Nestorovic, Tamara
Oveisi, Atta

Energy transition and e-mobility require prognostics with advanced maintenance strategies for elec-
trical switching and over-current protection devices. Digital Twins, which are virtual representations
of physical entities, could be used for the purpose of health state prediction of electrical switching
devices. In combination with data-driven lifetime models, digital twins could be used to implement Al-
assisted prognosis systems for failure prediction. Circuit breakers are one of the key components of
electrical switching devices used in electrical distribution networks. In spring-driven circuit breakers,
switching is performed mechanically using an operation mechanism containing a complex kinematic
chain. Simulation of switching operation requires multibody modeling of the underlying kinematic
chain. The numerical complexity associated with multibody

models makes them difficult to implement as digital twins in circuit breakers. Even with state-of-the
art technology, computational times for multibody simulations exceed those required for real-time
operation of digital twins. In this study, we develop minimal models for an exemplary circuit breaker.
We undertake measures to synchronize minimal models of the circuit breaker with the real system
using sensor data for estimation of model parameters. Additionally, the minimal models are ana-
lyzed for their ability to reproduce system behavior with respect to aging effects such as changes in
bearing/joint friction and clearances due to wear.

A rotary crane moves a suspended load by vertical and horizontal boom motion, and has wide ap-
plications such as transportation tasks in construction sites and harbors. Operators are required
to manually control them considering load-sway. Because of recent aging and severe decrease of
skilled operators, automation of crane control is highly expected. Previous studies on crane control
have investigated mainly motion planning and vibration suppression, and few studies have focused
on operation support and vision-based control. Hence, this study considers a visual feedback control
system for a rotary crane that employs a mounted camera to allow intuitive motion instructions for
unskilled operators.

In the proposed system, the operator designates one position and its desired position by clicking
them in the image captured by an onboard camera. Then, the system calculates the required boom
horizontal and vertical motion by which the clicked one position to be at the desired position of the
camera image. When this motion is conducted, load-sway typically occurs, and thus the load-sway
reduction is required. Here, allowable load-sway is assigned first, and the system calculates the crane
motion that keeps the load-sway less than the assigned magnitude by using a crane dynamic model.
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The proposed system consists of a mounted camera and a control unit. The control unit includes an
image processing unit and a controller. The mounted camera on the tip of the crane boom provides
images of the ground and transmits them to the control unit. After clicking positions in the image,
their pixel coordinate values are obtained. Then, the controller calculates the inverse kinematics of
a crane by which required boom horizontal and vertical motions to move the designated position to
the desired one.

The proposed system isimplemented in an experimental environment to verify the effectiveness. The
camera is mounted at the boom tip such that it always turns downward for obtaining an image of the
ground without tilt. As a result, although the horizontal motion converges to the desired angle, the
vertical motion exhibits an overshoot. In addition, the convergence time differs between horizontal
and vertical motions. Hence, it is necessary to consider the above points in the controller design.

In conclusion, the effectiveness of the proposed system is confirmed experimentally. Further exper-
iments will be conducted to see the load-sway magnitude which will be reduced by the estimation
with a crane dynamics model.

The ring spinning technology is widely used in textile industry to produce high-quality yarn. One of
the challenges for higher productivity is the limited spindle speed due to friction in its conventional
ring/traveler twisting system. However, it was shown recently that a superconducting magnetic bear-
ing twisting system might overcome this limitation due to a significantly reduced friction, which allows
the use of higher spindle speeds and thereby increase productivity.

To analyze the impact of speed increments on the yarn formation, it is crucial to model the yarn
balloon dynamics. This is of particular importance as new challenges arise for such high-speed pro-
cesses, including the increase in yarn tension due to higher centrifugal forces and an increased air
resistance of the yarn itself.

Therefore, we developed a model based on a chain of springs and masses as an alternative to tradi-
tional continuous models. In the proposed model, each mass corresponds to a segment of the yarn,
while the springs represent the interactions between adjacent segments. This discrete approach al-
lows for a simplified simulation of the three-dimensional yarn balloon dynamics, leading to a reduced
computational load, which allows to analyze the yarn path more easily under different conditions.
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Highly flexible slender structures may be described by geometrically exact beam models. With ge-
ometric integration methods structural properties of these beam models are kept on coarse space
grids. Internal constraints refer to the neglection of shear effects and to inextensibility conditions.
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The resulting model equations are non-stiff. They are formulated in a nonlinear configuration space
to avoid singularities in the representation of large rotations. Classical non-stiff integrators for con-
strained systems may be adapted to this Lie group setting resulting in half-explicit Runge-Kutta Lie
group integrators.

We construct methods up to order 5 and test them numerically for two classical benchmark problems
from nonlinear beam theory. In the practical implementation, a 5th order method is equipped with
step size control using an embedded method of order 4.

This project has received funding from the European Union’s Horizon 2020 research and innovation pro-
gramme under the Marie Sktodowska-Curie grant agreement No 860124. This publication reflects only the
author’s view and the Research Executive Agency is not responsible for any use that may be made of the
information it contains.

The RATTLE integrator is a well-established method for simulating mechanical systems with bilateral
constraints - multibody systems in particular. This talk presents an extension to the RATTLE integrator
that can cope with unilateral constraints and even set-valued Coulomb friction. The proposed scheme
can simulate impact-free motions, such as motions with persistent frictional contact, e.g. rolling mo-
tion, with second-order accuracy and prohibits numerical penetration of the unilateral constraints
on position level. By that, it contributes to the development of higher-order integration schemes for
simulating nonsmooth mechanical systems.

The trend for energy efficiency calls for smart solutions that connect mechanical, electrical and ther-
modynamic systems. For system development and analysis, a modeling method is necessary that can
easily connect those different underlying domains into a unifying framework. The port-Hamiltonian
framework promises to fulfill these requirements. It is a port-based modeling technique that breaks
down a system into its core components and describes the energy flow between them. Therefore, itis
inherently modular and connects multi-physics components via ports. As a result, a set of differential-
algebraic equations is obtained which describes the system in redundant states.

Despite the progress in other fields of research, the port-Hamiltonian approach is so far not a very
common approach in the multibody dynamics community. Therefore, this contribution gives a case
study on modeling multibody systems as port-Hamiltonian systems. Our aim is to present prototypes
of common building blocks of multibody systems, which can be connected to more complex me-
chanical systems. We consider systems with different properties, such as systems with and without
kinematic loops. We compare the port-Hamiltonian modeling approach with conventional modeling
techniques from analytical mechanics and discuss its advantages and disadvantages.

Due to the mentioned advantages of a simple connection of basic building blocks, we see further ap-
plications of the port-Hamiltonian approach in the multibody dynamics community, e.g. for control,
model inversion and modeling flexible systems.

Simulating the dynamics of a multibody system requires the choice of particular coordinates to
parameterize translations and rotations. In doing so, the mathematical characteristics of the for-
mulation are significantlyaffected, and the system'’s inertia matrix might become singular and/or
configuration-dependent. Cases in whichthe inversion of the mass matrix is not admissible pose
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difficulties to Hamiltonian formulations, which are the standard choice for the design of energy-
momentum methods.

In this contribution we derive such a structure-preserving time integrator, inheriting energy- and mo-
mentum conservation in discrete time, based on a mixed variational principle. Livens principle (or
sometimes called Hamilton-Pontryagin principle) unifies Lagrangian and Hamiltonian viewpoints on
mechanics and features independent velocity and momentum quantities. In contrast to the canoni-
cal Hamiltonian equations of motion, the Euler-Lagrange equations pertaining to Livens principle cir-
cumvent the need to invert the mass matrix and to set up a Hamiltonian. These equations of motion
are approximated by using (partitioned) midpoint discrete gradients, thus generating a new energy-
momentum integration scheme for mechanical systems with singular and/or position-dependent
mass matrix.

The derived method is second-order accurate, algorithmically preserves a generalized energy function
and aims at the preservation of momentum maps corresponding to system symmetries. We apply
the scheme to representative mechanical systems to validate the findings.
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The main objective of this paper was to study the influence of vibrations on the human body, especially
the upper part of the human skeleton, which consists of the skull and its parts. Interest was in the
vibration behavior of the mandible, as understanding how the mandible reacts to vibrations may
have importantimplications for patient treatment in various medical situations, such as postoperative
recovery, wound healing, or standard dental procedures. For example, vibrations may affect the
blood flow, tissue regeneration, pain perception, or bone density of the mandible. Therefore, we
aimed to investigate the vibration behavior of the mandible using a 3D model and frequency analyses.

This paper presents the results of an investigation of the vibration behavior of the mandible. A 3D
mandible model was developed from CT scans and refined for the analysis. We performed frequency
analyses of the model using material properties (Young's elasticity modulus and Poisson’s ration) and
boundary conditions that were adapted from the literature. As the result of the analysis, the natural
frequencies for the first ten modes were determined.

Concerning the structural behavior, it is known that the excitations in a lower frequency range may be
responsible for exciting dominant vibration modes. Yet, the behavior in higher frequency ranges may
be of particular interest in cases where high-frequency resonance may be invoked. One example of
this situation occurs in regular dental treatment due to interaction with rotating dental instruments.
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These instruments may induce high-frequency resonance in the mandible, which may cause discom-
fort, damage, or fracture. We analyzed the resonance frequencies and modes of the mandible, and
discussed their significance for the vibration response and the dental treatment.
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Numerical simulation has great potential to provide a more comprehensive understanding of human
impact response to injury mechanisms. Finite Element (FE) models are used as a tool to study human
injuries in greater detail, e.g. the THUMS model, which is widely used as a reliable human model in
different fields and can be used to predict human injuries such as fractures, internal organ damage,
brain tissue injuries. However, no available FE model can be used to simulate human-robot collisions
based on standards ISO 15066 and the biomechanical characteristic of human soft tissues in vivo.

The authors have developed a head model based on the structures (dimensions and anatomy) of the
THUMS head model, specifically designed to simulate impact loads on the masticatory muscles. Based
on medical imaging (MRI) data, the soft tissues at the location of the masticatory muscles in the THUMS
head were transformed from monolayer to multilayer, i.e., a composite geometry of skin-fat-muscle
each with its own material model and parameters. The experimental data from the Fraunhofer IFF
living subjects study were used to optimize and validate this model. The objective of the Fraunhofer
IFF study was to determine biomechanical thresholds for a specific set of body locations in ISO 15066
under dynamic collisions.

Using this model, the dynamic collision from different rigid bodies, especially the robot's part on the
masticatory muscles, can be simulated under the limiting effect of pain onset. The simulation re-
sults represent the real biomechanical response of the soft tissues in the head in vivo under external
loading.

Modern shoulder arthroplasties with stemless implants help to preserve larger parts of the original
bone substance and to reduce potential risks of conventional implants. Their shape allows newly
formed bone

structures to grow directly through the implant. However, it is not fully explained how an optimal
fixation of the implant by formation of new bone can be achieved or stimulated.

In this context, we develop a method to simulate the mechanical loading in the humerus during the
operation using the finite element method. The calculation results will be used to investigate whether
one or more mechanical stress variables, e.g. stresses or elastic/plastic strains, can be correlated with
measurement data of cell activity in the bone, which is available in the form of SPECT/CT data.

Up to now, a very simple material model has been used for the simulation. This contribution explores
the suitability of other, more sophisticated material models. Experimental data, which were collected
using humeral heads from shoulder surgeries at the University of Magdeburg serve as a basis for this
investigation.
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This study aims to introduce a robust numerical approach to simulate complex small-scale mediums
such as trabecular bone tissue in form of a cylindrical specimen taken from human vertebra. Con-
sideration of previous related studies indicates that there are several challenges in utilizing standard
finite element (FE) techniques for analysis of such biomechanical structures. This is mainly due to their
time-consuming numerical procedure required for generating geometry conforming meshes. In this
regard, the Finite Cell Method (FCM) is an interesting alternative because it is based on the concept of
the fictitious domain technique in which underlying meshes do not need to conform to the boundary
of the domain. Since the considered trabecular bone tissue consists of a complex small-scale inter-
nal morphology, generating a FE mesh is rather complicated. So, the application of the FCM can be
justified by overcoming the mentioned shortcomings of FE methods for this problem. Using FCM, it
is possible to simulate the mentioned vertebra tissue cylindrical specimen using higher order cells
of regular shapes where the geometry is taken care of through the numerical integration. The input
for the present numerical tool corresponding to the complex internal morphology of the proposed
tissue is given by a high-resolution microCT scan. The outcome of the FCM will be compared to results
obtained by mechanical testing of the specimen.

Flow diverter implantation has become an established treatment of cerebral aneurysms over last
ten years. However, a flow diverter treatment always requires detailed patient specific planning as
complications can arise with the available standard devices. To overcome this challenge, the use of
robust predictive simulation tools is necessary to assist and optimize the intervention procedure. The
aim of this study is to develop a design tool for numerical simulation of flow diverter in crimping and
navigating processes.

Mechanical behaviours of a braided flow diverter under crimping contact interaction by a catheter
are simulated using LS-dyna software. The deformed shapes of the flow diverter wires are computed
using an IGA discretization of beam elements with a pseudo-elasticity of shape memory alloy material
model. Then, the crimped flow diverter in a catheter is navigated through a patient specific blood
vessel to the position of the aneurysm. In this navigation process (modelled by Grasshopper within
Rhinoceros3D CAD software), the flow diverter at first is aligned along the central axis of the blood
vessel, then in the next step it is moved along this central axis. The challenge lies in the fact that
the crimped flow diverter ideally moves mainly in a translatory manner and does not twist too much.
Therefore, the central axis is optimised to ensure that there are no sudden changes in curvature to
avoid severe torsions. This design tool serves as a basis to expedite design development prior to
prototype manufacturing.

Endovascular coil embolization is one of the primary methods for the treatment of a ruptured or
unruptured cerebral aneurysm. Although it is a well established and minimally invasive method, it
bears the risk of suboptimal coil placement, which can lead to incomplete occlusion of the aneurysm,
causing in the worst case even aneurysm recurrence. Our study investigates factors that lead to a
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suboptimal placement when a coil is deployed in an aneurysm. To this end, we use a mathemati-
cal model that simulates the embolization process of the coil in patient specific three-dimensional
aneurysm geometries.

One of the key features of coils is that they have an imprinted natural shape which supports the
fixation within the aneurysm. We account for the latter property by introducing bending and torsional
forces into our model of the coil. This enables the placement of multiple coils with different natural
shapes in an aneurysm, as it is done in real interventions. In order to differentiate optimal from
suboptimal placements, we employ the Raymond-Roy occlusion classification and measure the local
packing density in the aneurysm at its neck, wall-region and core. We take uncertainties, e.g., in the
material parameters, position- and angle of insertion into account by running for each placement
several simulations with variations in the setup, allowing us to average their local packing densities.

Our mathematical model of the coil is based on the Discrete Elastic Rod model which is a dimension-
reduced 1D PDE system taking into account bending and twisting response such as its natural curva-
ture. Collisions between coil segments and the aneurysm-wall are taken into account by an efficient
contact algorithm that is based on an Octree collision detection. The numerical solution of the model
is obtained by the semi-implicit Euler time stepping method. Our model can be easily incorporated
into blood-flow simulations of embolized aneurysms.
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Room: G22/111
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In the scientific literature, “remodelling” means a reorientation of the internal microstructure of ma-
terials. This change is achieved by reorganizing existing constituents, such as altering their orienta-
tion, cross-linking, or synthesizing new constituents with a different organization. Remodelling may or
may not alter the mass density, but it does impact other material properties like stiffness or symmetry
Humphrey and Rajagopal (2003). Among the different forms of remodeling, this discussion focuses on
the reorientation phenomenon observed in fiber-reinforced biological tissues, exemplified by struc-
tures like the aorta, which showcase their transversely isotropic nature—where a predominant direc-
tion influences mechanical behavior.This work pioneers a mechanical model for anisotropic materials
possessing three independently evolving fiber families, allowing for active reorientation mechanisms
influenced by external forces and internal material changes. The evolution equations are derived in
a thermodynamically consistent way, and passive and active contributions to the reorientation pro-
cess are identified. Using experimental data from existing literature, our research demonstrates that
the proposed model accurately aligns with experimental findings regarding fiber orientation, encom-
passing both constrained and unconstrained fiber evolutions. Despite the primary focus on biological
applications, our framework holds broader applicability. It can be readily adapted to describe engi-
neering materials, such as composites featuring four families of fibers engineered to reorient under
distinct stimuli. This versatility indicates its potential for various material science applications beyond
biological contexts.
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Pulmonary hypertension (PH) is a cardiovascular condition associated with elevated pulmonary arte-
rial pressure. Evidence from animal studies shows that the irreversible process of pulmonary arterial
wall damage plays a significant role in disease progression. In the present study, we apply the ther-
modynamic framework of multiple evolving natural configurations to develop a constitutive model
to describe the nonlinear viscoelastic behaviour and irreversible damage of the porcine pulmonary
artery over finite strains. The permanent set (irreversible deformation) of the tissue, when loaded
beyond a certain physiological range, is a manifestation of structural damage to the tissue. Motivated
by the one-dimensional rheological model, we develop a three-dimensional viscoelastic-plastic model
for finite deformations. As a part of the framework, we choose specific forms for the strain energy po-
tential and the rate of dissipation. The dissipation is additively decomposed into contributions from
the viscous and plastic behaviour. The requirement of homogeneity on the latter, together with the
reduced energy equation, leads to yielding behaviour. The final constitutive equations are obtained
by maximizing the rate of dissipation subjected to the reduced dissipation inequality and the incom-
pressibility constraint. The model’s efficacy is tested with the inflation-extension data of a porcine
pulmonary artery. The model predicts a progressively increasing permanent set with subsequent
pressure cycles consistent with the observed values.

The intricate process of coronary in-stent restenosis involves the interplay between different medi-
ators, including the platelet-derived growth factor (PDGF), the transforming growth factor-g(TGF-5),
the extracellular matrix (ECM), the smooth muscle cells (SMC), and the drug elution from the stent.
Modeling of such complex multiphysics phenomena demands extensive computational resources
and time. Reduced order surrogate models serve as a compelling alternative to the comprehensive
full-order model. This paper proposes a non-intrusive data-driven reduced order modeling approach
for the underlying multi-query time-dependent parametrized problem. In the offline phase, a 3D
convolutional autoencoder, comprising an encoder and decoder, is trained to achieve dimensional-
ity reduction. The encoder condenses the full-order solution into a lower-dimensional latent space,
while the decoder facilitates the reconstruction of the full solution from the latent space. To deal with
the 4D input data (3D geometry + 1D time series), two ingredients are explored. The first approach
incorporates time as an additional parameter and applies 3D convolution on individual time-steps,
encoding a distinct latent variable for each parameter instance within each time-step. After training,
dynamic mode decomposition (DMD) is addressed to continuously span these latent variables across
the time-domain. The second approach reshapes firstly the 3D results into 2D along a less interactive
axis and stacks all time-steps in the third direction for each parameter instance. This rearrangement
generates a larger and complete data-set for one parameter instance, resulting in a singular latent
variable across the entire time-series. Gaussian process regression (GPR) is then used to establish cor-
relations between the latent space and the input parameters. Comparative analysis are conducted to
discern the limitations, advantages, efficiency, and accuracy of both methods.
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The classical, theory-driven approach to describe the deformation of a material body relies on the for-
mulation of constitutive equations relating strains and stresses. A drawback of this approach are the
efforts typically required to develop appropriate functional relations and identify material parameters

These efforts are not required in data-driven approaches to constitutive modeling. To combine the
advantages and overcome the disadvantages of both theory- and data-driven constitutive modeling,
we have developed the novel concept of Constitutive Artificial Neural Networks (CANNSs). This ma-
chine learning approach to data-driven constitutive modeling does not require any major a priori
assumptions about the constitutive law but yet incorporates substantial theoretical knowledge about
continuum mechanics and constitutive theory. This way, CANNs are able to learn the constitutive
law of a material from relatively small amounts of stress-strain data. Moreover, by their ability to
incorporate also non-mechanical data, they cannot only describe the constitutive behavior of known
materials but also predict the one of new materials, making them the ideal tool for computational
biomechanics. Using data from mechanical tests, histological analyses and advanced imaging, this
architecture is trained to predict the elastic and inelastic mechanical behavior.

Runtime-efficient human active models (RHAM) are a tool to predict human behaviors in static and
dynamic driving scenarios, e.g. pre-crash situations. With RHAMs, we want to close the gap between
passive Finite Element (FE) and inverse multibody system (MBS) models, especially in situations where
the human-machine interaction is at the core of our study.

This contribution uses an MBS modeling approach with active musculature - combined with discrete
mechanics and optimal control for constrained systems (DMOCC) [1] - which shows promise for pre-
dicting human-like motion [2] without the need of a priori volunteer tracking in experiments.

In the context of occupant motion, the human model is in continuous contact with the vehicle interior,
primarily with the vehicle seat. To investigate active behavior with the DMOCC setup in this environ-
ment, it is necessary to efficiently evaluate the interaction with the seat. For this purpose, the contact
is approximated by a surrogate model using machine learning methods. This not only provides a con-
tact model that can be quickly evaluated, but - with the right class of surrogate - also allows efficient
gradient-based methods to be used to solve the optimal control problem.

The surrogate model is created in an offline phase and used in an online phase to model the human-
seat interaction in optimally controlled multibody simulations. In the offline phase, the contact is
investigated with detailed parameterized FE simulations. Based on the FE human-seat interaction
which depends on the parameter sampling, a surrogate model is created using, e.g., an MLP regressor.
In the subsequent online phase, occupant movements are investigated in studies in which the human
model is in contact with the vehicle seat.

A key challenge is the choice of the training samples, i.e. simulations in the offline phase. Here, tran-
sient FE simulations must be performed so that the properties of the contact partners are adequately
represented in the training data. To overcome the curse of dimensionality in the parameter space, this
contribution proposes an active learning [3] methodology, where in an iterative process new training
data is requested for relevant contact situations. These relevant contact situations are generated by
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using the preliminary model in the optimally controlled MBS simulations. The resulting overall model
is an example of a multiscale model which combines properties from detailed FE and MBS modeling
approaches.

[1] Leyendecker et al., Optim. Control Appl. Methods, 2010.
[2] Roller et al., ECCOMAS, 2017.
[3] Settles., UW-Madison, 2009.
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Chair(s): Woschke, Elmar

The simplest models of bipedal walking concentrate the entire system’s mass in one point and, for
simplicity, ignore the dynamics of the swing leg. Given the challenges of leg swing in human walking,
we will revisit this omission and analyze the impact of its inclusion into our model. We will extend the
inverted pendulum model to feature a distributed mass, including masses at the end of each leg. This
model has already been used to enhance the motion planning for a bipedal robot.

Swinging the leg forward is a rapid process involving high forces due to rapid accelerations of fairly
heavy masses. Observing implementations of swing leg control in technical devices, which is fre-
quently an afterthought for controller development, the realization often uses hip power and, thus,
due to the reaction torque on the upper body, has a direct impact on global gait dynamics. The swing
leg is also described as causing unwanted yaw torques, which need to be actively compensated for.
Given the facts that human legs account for about 30 % of total body mass, swing forward in a very
short period in human walking, and touch the ground with well-matched speed, which has long been
mimicked in robots, a conundrum arises, namely why does a model which does not capture swing
leg dynamics represent the global dynamics of walking that well? In this work the swing leg dynamics
are analyzed and the coupling of swing leg and remaining body investigated based on experimental
data and supported by a reductionist three mass model. | aim to show that the proposed model for
the swing leg dynamics of Mochon and McMahon matches the real dynamics fairly well and relates it
to our previous work for generating the initial impulse to propel the leg into swing.

The analysis demonstrates that the influence of the swing leg cannot be categorically neglected given
its substantial mass, high required accelerations, and power draw to accomplish leg swing in the
short amount of time during SSP. Considering the power requirements for a successful leg swing,
it becomes evident that it is crucial to identify the correct power source for leg swing in human-like
walking. This makes the excellent match of global dynamics between human walking and simple
models without a swing leg somewhat puzzling. Based on this observation, we can hypothesize that
the swing leg seems to be partially decoupled from the rest of the body during swing phase and its
actuation during final stance.

A mechanism that can achieve this has been proposed. We postulated an alleviation phase, during
which the leg no longer supports the body weight, and the dynamic coupling between the trailing
- soon to be swinging - leg and the rest of the body is broken. Our analysis does provide a further
indication as it seems that the rapid unloading of the ankle joint and the subsequent leg swing does
not have a significant dynamic echo in the global dynamics of the remaining body.
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Production can be made more efficient and flexible when humans and robots interact. Robots can
take on repetitive or ergonomically inconvenient tasks while the human worker can focus on cognitive
work. When using a collaborative robot system, contact between human and robot is allowed. Safety
requirements and protective mechanisms specified by the technical specification DIN ISO/TS 15066
are required in order to ensure the human'’s safety. the risk of a robot collision at defined body points
can be evaluated by force and pressure limit values. The measurement of force and pressure values
requires a biofidel device. Limited accuracy and reliability of the available measuring devices, as well
as the time and costs involved in the manual use, have motivated researchers to develop simulative
models. These allow the calculation of different contact situations between humans and robots and
could replace manual testing in the future.

The aim of this work is to individually adapt a patented biomechanical model (Fast Response Model)
developed at the Fraunhofer IFF for selected body parts on the hand-arm system. Furthermore, the
focus is on the efficient calculation of the reaction force in an event of a collision between a contact
body of any shape and one of the selected body parts. Acomparison of the results to those of existing
finite element reference models serves to evaluate the plausibility of the model’s system response.
In addition, the simulation times of the model are compared with those of established models for
simulation-based risk evaluation of robot collisions. The model’s quality is checked by using a valida-
tion geometry.

The results show that depending on the selection of the body part, the end effector geometry and a
given displacement, similar results to a finite element model can be calculated. The simulations with
the Fast Response Model are, however, less time consuming.

A further topic for continuing work is the use of artificial intelligence. The model could be transformed
into a data-driven model that delivers results in real time using machine learning.

The sacroiliac joint (Sl)) is the articulated connection between the sacrum and the ilium and is a tight,
combined, and only slightly mobile joint. In many dogs, the joint becomes stiff with age. As a result,
the animal experiences pain while moving. Too little information is known about the degree of stiffen-
ing and the physiological range of motion for therapy. Consequently, recording the range of motion
of different individuals (healthy and diseased) is a step towards a better understanding of sacroiliac
syndrome. For the basic investigation of the mechanical properties of the Slj, post-mortem exam-
inations should be performed on different individuals. To determine the mobility of the joint, the
sacrum is fixed and a movement is forced on the ilium using actuators. The forces required for this
are recorded. In addition, the spatial movement of the ilium and sacrum is recorded. The kinematic
and dynamic variables can be used to determine the translational and rotational stiffness of the SI
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joint. As it is not possible to apply directed loads to the ilium, the measurement data is used to de-
termine the elastic parameters of the joint ligaments using heuristic methods. The multi-body model
includes the ilium, the ligaments and the actuators of the test stand with their spatial orientation.

S02.04: Mechanical testing and parameters

Date: March 20, 2024 14:00-16:00
Room: G22/111

Chair(s):  Shi, Jianye

The outermost layer of the meninges, known as the dura mater, forms a protective membrane around
the brain and spinal cord. Composed of dense and fibrous connective tissue containing collagen and
elastin fibers, proteoglycans, and other extracellular matrix components, the dura mater plays a cru-
cial role in upholding the stability and integrity of the central nervous system. Additionally, it regulates
cerebrospinal fluid dynamics, safeguarding neural tissue from mechanical stress and injury. Despite
its significance in the context of conditions like traumatic brain injury, computational and physical
human head models often ignore the dura mater. To date, biomechanical tests have not provided
insights into the anisotropic mechanical characteristics of different regions of the human dura mater
under physiological conditions. Moreover, there is insufficient comprehensive quantification of the
orientation of collagen fibers, contributing to a limited understanding of this aspect. Consequently,
our aim was to investigate the characteristics of collagen on the nano- to macroscale in the human
dura mater under multi-axial loading.

In a first study, the mechanical and structural anisotropy of different regions of the human dura mater
was mapped. Mechanical data was correlated with the quantification of collagen fiber orientation. The
collagen microstructure of samples from four donors was analyzed utilizing second-harmonic gener-
ation imaging. The macroscopic mechanical behavior was investigated by subjecting sixty samples
from six donors to quasi-static, uniaxial tension tests until failure in a heated tissue bath. For this, a
Z020 torsion multi-axis testing system (ZwickRoell AG, UIm, Germany) together with an Aramis image
correlation system (GOM, Braunschweig, Germany) was used.

Further, possible sex-dependent alterations in nanostructure and its influence on macroscopic biaxial
mechanical properties induced by ageing were investigated. Square samples (15 x 15 mm?2) were
subjected to biaxial loading with simultaneous microfocussed ultra-small-angle X-ray scattering to
determine changes in collagen fiber orientation and d-spacing with deformation (MiNaXS beamline
PO3/PETRA Ill, DESY).

The obtained data shed light on nano- to macroscale mechanisms and were utilized to determine the
failure stress and strain, E-moduli, and a microstructurally motivated material model was employed
to examine local differences in both structure and mechanics. Significant differences in collagen fiber
dispersion and main fiber orientation were found between the locations. Although structural param-
eters for the material model were only available for four out of six donors, the resulting parameter set
resulted in good fitting results, providing a more detailed understanding of collagen characteristics
of the human dura mater.
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Heavy wave action can lead to sedimentation, with soil material being transported seawards. The
potential for erosion and sedimentation increases with wave height and flow rate. If the coastal region
is exposed to long-term fluctuations and cannot be restored to its original state, the shoreline will
retreat landwards, resulting in damaging conditions, including global sea level rise and threatened
coastal properties. Native vegetation plays an important role in protecting the coastal areas from
erosion. On the one hand, the plants bind and secure the soil, which helps to improve the stability of
the coastal region, and on the other hand, the plants on the foreshores have great influence on the
flow patterns and velocity profiles. Elymus is one of the most important plants for ecosystem services.
With this in mind, the mechanical behaviour of Elymus has been experimentally characterised to gain
a better understanding of the bending flexibility of the plants and the wave-plant interaction, as well
as their contribution to wave energy dissipation and erosion control.

In order to investigate the seasonal variation in mechanical behaviour, three-point and two-point
bending experiments were performed on Elymus in relation to different seasons (March, June,
September) and stem sections (bottom, middle, top). The aim was to determine both the structural
and material properties of Elymus and to investigate the comparability between the different time
points. To this end, tissue-specific histological studies were performed on stem cross-sections, from
which the material properties were derived from the structural behaviour using the inverse finite
element method coupled with a non-linear material model. The experimental results show signifi-
cant differences in the bending stiffness of the stem cross-sections with respect to different sampling
times. In addition, the histological and numerical results provide useful information about the stem
geometric and material properties in different seasons, which can be used numerically to predict the
wave-plant interaction as well as the resulting wave properties in dependence on different configu-
rations, such as plant stiffness, plant cross-sectional dimension, and plant density.

Gastrointestinal perforations (GIPs) are medical emergencies resulting from a direct mechanical in-
jury or progressive damage to the bowel wall due to various underlying conditions. The former occurs
as a result of blunt trauma or puncture during medical procedures, while the latter may be due to the
infection or patient obstruction. GIPs pose a risk by allowing intestinal contents and bacteria to en-
ter the abdominal cavity, potentially leading to serious complications such as peritonitis or abscess.
Understanding the microstructure and mechanical behaviour of the intestinal wall is crucial to un-
derstanding of the loss of organ stability. Against this background, this study aims to experimentally
investigate the layer-specific mechanical behaviour of the small intestinal wall (SIW) and to generate
data for the development and validation of a material model describing the formation of GIPs. For this
purpose, single-notched tensile tests, peeling tests, and biaxial tests were performed on the porcine
SIW. Starting from the non-failure behaviour characterised by biaxial tensile tests, the interlayer fail-
ure behaviour of the SIW is characterised by single-notched tension tests on each layer with respect
to different organ sections and orientations, taking into account the multi-layer and fibre-oriented
structure. In addition, the interfacial failure behaviour is characterised by peeling tests.

The results show different mechanical behaviours between the SIW layers, highlighting different fail-
ure characteristics. Anisotropic material behaviour occurs in all layers and in the SIW. In addition,
the analysis of non-failure behaviour provides valuable information on how the SIW responds under
biaxial loading conditions, which more accurately replicates the in vivo situation compared to uniaxial
tests. Overall, the layer-specific properties obtained provide important critical mechanical data and
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have the potential to improve surgical techniques and medical device designs. Furthermore, the re-
sults could aid in early diagnosis and treatment by providing information for numerical prediction of
GIPs.

Filamentous bacteria and fungi are important producers of pharmaceutical compounds. Among
them, Actinomadura namibiensis has been received more attention for this ability to produce the sec-
ondary metabolite labyrinthopeptin A1, a type of lantibiotic featuring with antiviral activity against HIV,
HSV, Dengue, and Zika viruses. The preliminary work showed that the production of labyrinthopeptin
Alisinfluenced by the culture medium, the culture process, the pellet morphology, and the pellet ma-
terial behaviour. For example, a dense pellet structure does not show an advantage for the transport
of the substance within the pellet. In addition, the preliminary work has shown that the productivity
is positively correlated with contact energy during the shaking process. Taking all these contributions
into account, the whole cultivation process can be divided into two main stages. In the initial stage,
both biomass and pellet size increase rapidly, associated with an obvious decrease in glucose and
soluble starch. During the steady state, the maximum productivity is reached just before the glycerol
and carbohydrate sources are exhausted.

In order to gain a better understanding of the growth mechanisms of pellets and to optimise the
cultivation process with increasing productivity, the pellets were experimentally characterised us-
ing a micromechanical setup. Since pellets have an irregular geometry, with tightly interlaced and
branched filament networks, pellet-specific mechanical experiments were performed with respect
to different pellet dimensions and cultivation times using the slice sampling method, taking into ac-
count the morphological changes during the culture process. In addition, size distributions of pellets
were obtained by optical microscopy and collected over the cultivation time. Based on the force-
displacement relations and the digitally recorded pellet-specific geometry, the correlation between
mechanical behaviour and structural properties will be determined along the whole culture process.
The force response to cyclic loading is mainly dominated by elastic behaviour, while the slight force
decrease at maximum loading contributes to the small plastic deformation of the pellets. Material
parameters can be derived from the measured force-displacement relations and further substituted
into the contact model to describe the pellet interactions during the shaking process, which helps to
numerically predict the culture process under different configurations, such as shaking speed, pellet
seeding density.

A significant source of uncertainty in predictions of sophisticated mechanistic models results from a
lack of knowledge about their numerous parameters. Achieving patient-specific measurements for
all parameters is impractical. Thus, a strategic focus on the key parameters driving most of the pre-
dictive uncertainty becomes imperative.

Our recent work demonstrates the indispensability of variance-based global sensitivity analysis using
Sobol indices in identifying influential and uninfluential parameters in complex biomechanical mod-
els [1, 2]. However, a notable limitation arises from the method’s assumption of parameter indepen-
dence. This assumption is problematic for many biomechanical models where such independence
does not hold. In response, we demonstrate a global sensitivity analysis method that overcomes this
restriction [3]. We showcase the properties and capabilities of the method through examples, illus-
trating how it assesses the contributions of the potentially dependent parameters to the predictive
uncertainty of in silico models of biological systems. In summary, the presented framework provides
a robust tool that extends the concept of global sensitivity analysis to a broad class of biomechanical
models, particularly those with dependent input parameters.
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Inverse mechanical parameter identification is crucial for characterizing ultrasoft materials under in-
homogeneous deformation. However, the process is often computationally expensive, primarily due
to the complexity of the forward model. While simulation methods like finite element models can han-
dle intricate geometries and implement complex constitutive equations, they come with high com-
putational costs. To address this challenge, data-driven machine learning models, specifically neural
networks, can serve as efficient surrogate models, replacing the need for complex high-fidelity simu-
lations.

In this approach, neural networks act as reduced-order models post an initial training phase, during
which they learn the relationships between inputs and outputs of the high-fidelity model. Generat-
ing the necessary training data is computationally expensive due to required simulation runs. Active
learning techniques play a crucial role by identifying strategically valuable training points that con-
tribute significantly to the accuracy of the trained model.

In this study, we introduce a recurrent neural network capable of effectively approximating the output
of a viscoelastic finite element simulation, substantially reducing evaluation times. Additionally, we
leverage Monte-Carlo dropout-based active learning to pinpoint highly informative training data. To
demonstrate the efficacy of our developed pipeline, we apply it to the identification of viscoelastic
material parameters for human brain tissue.

The porous properties of brain tissue remain poorly understood and their investigation requires pro-
found experimental setups and modeling approaches. Computational models based on the theory of
nonlinear continuum mechanics have proven to be a valuable tool to understand the physical mech-
anisms underlying the tissue response and can assist a profound analysis of associated experimental
data. Through numerical experiments, we identified a strong coupling between the volumetric re-
sponse of the solid matrix and the porous effects in our nonlinear poro-viscoelastic model, thus,
making material parameter identification even more challenging.

To investigate the influence of porous contributions to the tissue response under different loading
conditions, we model brain tissue as a poro-viscoelastic material using a numerical framework based
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on the Theory of Porous Media. The underlying strain-energy function possesses an extension func-
tion to capture the compaction point, i.e., when all fluid has left the tissue. The associated volumetric
stress contribution depends on the initial solid volume fraction, the Jacobian of the biphasic material
and is scaled by the first Lameparameter. Therefore, low values of the first Lamé parameter lead to
a gradual increase of the volumetric stress response towards the compaction point. In contrast, high
values of the first Lamé parameter lead to an immediate, strong volumetric response - even for small
volumetric changes. In fact, the overall biphasic tissue response is highly sensitive to the choice of the
first Lamé parameter, and, high values of the first Lamé parameter obliterate the porous effects such
that our biphasic model acts like an incompressible solid model - independent of the permeability.

For low values of the first Lamé parameter, we observe that a poroelastic one-term Ogden model,
i.e. without viscosity, captures two important characteristics of brain tissue, relaxation and hysteresis
- highlighting the importance of porous effects in brain tissue. We will further show the influence
of the first Lamé parameter on the material parameters identified through an inverse parameter
identification scheme. Eventually, we will discuss possibilities to incorporate these insights into the
design of new experimental setups, focusing on the identification of the first Lamé parameter and
the intrinsic permeability.

A proper understanding of the mechanical behaviour of human brain tissue is crucial for studying
traumatic brain injuries such as concussions or impact-related injuries. It helps in surgical plan-
ning and simulation by revealing how brain tissue deforms and responds to surgical interventions.
The human brain tissue exhibits complex responses in shear-superposed uniaxial deformations, de-
manding an intricate mathematical structure of the constitutive relation. This requires developing a
novel methodology to construct a unique mathematical form of the stored energy for any isotropic
incompressible hyperelastic material subjected to shear superposed on uniaxial deformation. We
introduce an inverse technique, which uses the shear stress data in the homogeneous combined ten-
sion/compression and shear experiment as an input. Accordingly, the shear stress functional form is
assumed to be known. The other unknown components of stress are systematically determined by
using the universal relation, boundary conditions, and the existence of the stored energy. Incorporat-
ing Lode invariants of Hencky strain in the inverse procedure, instead of principal invariants, simplifies
the integration of the resulting partial differential equation for the existence of stored energy. This fa-
cilitates the derivation of a concise two-parameter hyperelastic constitutive relation for human brain
tissue. The ABAQUS implementation, utilizing UHYPER and VUMAT subroutines, effectively captures
a comprehensive range of both classical and non-classical solutions inherent in physical deforma-
tions. The barrelling-dominated and buckling-dominated solutions of a solid cylinder subjected to ax-
ial compression and the creasing solution captured on compression of a cuboid show the constitutive
model’s robustness and richness of solutions. The prospective development of current constitutive
models will be crucial for advancing computational models simulating brain biomechanics in complex
deformations.

Understanding the mechanics of the human brain is crucial to understanding various avenues such
as injuries from impacts, surgery planning, the response of the brain to medical treatments, and the
mechanical aspects of disease progression. Hence, an accurate description of the complex mechani-
cal response of the human brain tissue is necessary and requires sophisticated modelling techniques.
We construct a potential energy function using a novel inverse procedure wherein the shear response
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is taken as input from the experimental data. The combined application of universal relation, bound-
ary conditions, and the existence of stored energy uniquely determines the remaining components
of stress and, consequently, the mathematical form of the stored energy. Using Lode invariants of
the Hencky strain facilitates analytical integration of the response function to derive the stored en-
ergy. The model is implemented in ABAQUS using the UHYPER subroutine. The simulation results
correspond well with the experimental data of shear superposed on uniaxial deformation reported
in Budday et al. (2017). However, the material parameters which are determined based on the as-
sumption of homogeneous deformation yields significantly different results for the full-field problem.
This observation questions the commonly employed validity of the assumption of homogeneous de-
formations while determining the material parameters. Consequently, we re-determine the material
parameters for the full-field problem by minimizing the differences in the global reaction forces us-
ing an evolutionary algorithm in the commercial tool ISIGHT. Using the ‘corrected’ values, we study
various inhomogeneous boundary value problems, such as the effect of the tumour growth on the
surrounding brain tissue and capture real-time simulation data.

In the context of ultrasound neuromodulation, mechanical ion-channel activation, ion channel flow,
and neuronal activation are strongly interdependent. While the conductance-based Hodgkin-Huxley
(HH) model of action potentials and the Poisson-Nernst-Planck (PNP) equations for ion flux both con-
sider different ion species and membrane potentials, their link with regards to mechanosensitive
channels is not obvious.

In the present contribution, a model for coupling of the HH model with the PNP equations is presented
in a statistical mechanics framework. In the coupling, changes in intracellular ionic concentration,
membrane potentials, and mechanical activation of ion channels are considered. Further, results are
discussed with regards to experimental in-house data and further insights are given.

S$02.06: Arterial and cardiac mechanics

Date: March 21, 2024 08:30-10:30
Room: G22/111

Chair(s): Niestrawska, Justyna Anna

Cardiovascular diseases are among the most common causes of death worldwide, and atheroscle-
rotic arteries, in particular, are often the root of pathogenesis. There is, therefore, a great medi-
cal interest in their analysis and in the optimization of diagnostic and therapeutic methods. In this
context, computer simulations which require reliable models for the biological tissue in the vessel
walls are increasingly being used. Specifically with regard to the adaptive response, recent advances
have made the coupled simulation of growth-induced residual stresses, fiber realignment and smooth
muscle activation feasible allowing for a realistic representation of arteries under physiological con-
ditions. For supra-physiological loadings, the incorporation of microscopic damage becomes neces-
sary, e.g., when balloon angioplasty is performed. In this context, the recently proposed concept of
re-convexification allows the mesh-independent simulation of strain-softening observed in soft bio-
logical tissues. Aside from these aspects, the interaction of the tissue with e.g., hypertensive drugs
has gained attention in recent years and can be modeled by a suitable extension of smooth muscle
models and the incorporation of the related drug perfusion.
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1. Introduction

Abdominal aortic aneurysms (AAA) and dissections are degenerative diseases of the aortic wall with
characteristic changes in wall microstructure, composition, and elastic properties. In vivo full-field
strain measurement can provide noninvasive information on the deformation of the aneurysmal wall,
which is closely related to the elastic tissue properties. In this study, the in vivo strain distributions in
a murine aortic dissection model were determined for different arterial wall regions and compared
to the tissue composition, identified by histological staining.

2. Materials and Methods

Aneurysm formation was induced in five apoE” mice by angiotensin Il infusion. The 3D in vivo wall
strain was determined from high frequency 4D ultrasound imaging by use of the direct deformation
estimation approach (DDE) [1]. The AAA wall composition at two positions in each aorta was analyzed
from histological sections stained with Movat pentachrome [2].

The different components of the aneurysms were manually segmented in the histological images: re-
gions containing elastin with and without thrombus attachment, fragmented elastin, and thrombus
with and without red blood cells (RBCs). Finite element (FE) models were built from the individual
contours of the histological segmentations which correspond to an unloaded configuration. The in-
ner and outer contours of the aortic wall of each histological section were registered onto the inner
and outer contour of the aortic wall from in vivo ultrasound imaging. The displacements from the
registration were used as boundary conditions in the FE models to find the deformed configuration.
Based on these contours, the strains within the different tissue regions were statistically analyzed.

3. Results

3D strain in the media was significantly reduced in wall regions with thrombus attachment and where
the elastic lamellae were fragmented (p<0.05). Strain in thrombus regions without RBCs were also
significantly reduced compared to regions with RBCs (p<0.05).

4. Discussion and Conclusions

In vivo strain mapping analysis is sensitive to wall composition; both strain amplitude and heterogene-
ity of the strain distribution depend on wall composition. Interestingly, thrombus with RBCs displayed
relatively high strain values compared to other stiffer regions, suggesting that the size, composition,
and age of intramural thrombus all influence aortic dissection kinematics.

5. References
1. Boyle ] et al., ] R Soc Interface. 2014; 100(11)
2. Cebull HL et al., ] Biomech Eng. 2019; 141(6): 060907 (8 pages).

Mathematical models of the human heart increasingly play a vital role in understanding the work-
ing mechanisms of the heart, both under healthy functioning and during disease. The ultimate aim
is to aid medical practitioners diagnose and treat the many ailments affecting the heart. Towards
this, modelling cardiac electrophysiology is crucial as the heart's electrical activity underlies the con-
traction mechanism and the resulting pumping action. Apart from modelling attempts, the pursuit
of efficient, reliable, and fast solution algorithms has been of great importance in this context. The
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governing equations and the constitutive laws describing the electrical activity in the heart are cou-
pled, nonlinear, and involve a fast moving wave front, which is generally solved by the finite element
method. The numerical treatment of this complex system as part of a virtual heart model is challeng-
ing due to the necessity of fine spatial and temporal resolution of the domain. Therefore, efficient
surrogate models are needed to predict the electrical activity in the heart under varying parameters
and inputs much faster than the finely resolved models.

In this work, we discuss an adaptive, projection-based reduced-order surrogate model for cardiac
electrophysiology. We introduce an a posteriori error estimator that can accurately and efficiently
quantify the accuracy of the surrogate model. Using the error estimator, we systematically update
our surrogate model through a greedy search of the parameter space. Furthermore, using the error
estimator, the parameter search space is dynamically updated such that the most relevant samples
get chosen at every iteration. The proposed adaptive surrogate model is tested on three benchmark
models to illustrate its efficiency, accuracy, and ability of generalization.

Understanding cardiac function is critical to improve clinical treatments for a wide range of cardio-
vascular diseases. Mathematical models of the human heart can be of great help in supplement-
ing experimental and clinical data by providing a framework to test theoretical hypotheses and in-
vestigate which predictions agree or fail to reproduce observed findings. For example, models are
tested against their ability to reproduce pressure-volume loops and the mechanism behind the Frank-
Starling effect. However, these models usually fail to reproduce another important validation crite-
rion, i.e., the experimentally observed global and local strain patterns. This raises the question about
the origin of the strain discrepancy, while pressure-volume loops are correctly reproduced. A better
understanding of the mechanisms leading to the observed cardiac strains will aid in developing a bet-
ter understanding of cardiac function and, associated to this, heart failure and cardiac remodeling.
As a first step in addressing this question, we will show an investigation of geometrical and structural
aspects of idealized ventricular geometries with an extended Hill framework, which allows a unified
analysis of most of the existing cardiac contraction models.

$02.07: Multi-scale modeling

Date: March 21, 2024 14:00-16:00
Room: G22/111

Chair(s): Lambers, Lena

We present a multiscale computational method for the efficient simulation of vascularized tissues.
The work is motivated by the solution of inverse problems in the context of tissue imaging, where
available medical data (such as those obtained via Magnetic Resonance Elastography) have a lim-
ited resolution, typically at the scale of an effective - macroscale - tissue, and cannot resolve the
microscale of quantities of interests related, for instance, to the tissue vasculature.

Our model is based on a geometrical multiscale 3D (elastic) -1D (fluid) formulation handling the effect
of a 1D fluid vasculature on a 3D elastic matrix with an immersed method.

At the solid-fluid boundary, we impose a trace-averaged boundary to model physically the nor-
mal inflation/deflation of the vessel wall.
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The problem is solved using a Reduced Lagrange multipliers approach, which exploits the lower
dimensionality of the fluid subdomain and allows for efficient numerical methods without requiring
the discretization of the fluid-solid interface within the computational mesh.

The functional assessment of organs is essential for increasing the success of treatment strategies.
Detailed information on the organ’s vasculature could critically improve this assessment.

Extending our earlier work [1,2], we introduce a new framework to generate the complete vasculature
of an organ synthetically. Our main contribution is the formulation of a nonlinear optimization prob-
lem (NLP) with super-linear time complexity. A second contribution is the addition of an extended
problem, capturing the non-Newtonian behavior of blood. Lastly, we show how the problem of mul-
tiple, non-intersecting trees can be naturally included into the framework.

We compare our results against benchmarks for multiple anatomic regions of brain tissue and show
that our framework outperforms current state-of-the-art algorithms [3] by an order of magnitude.
Furthermore, we generate the complete liver vasculature with over five million vessels and compare
them against measurements from the literature [4].
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For many physiological phenomena, such as tissue deformation or growth, an adequate perfusion
model of the underlying hierarchical vascular network is of great interest. A fully resolved model on
multiple spatial scales is still unattainable due to the mostly unknown complex structure of the vascu-
lar network. In order to obtain sufficiently accurate results with practical computational resources, a
simpler perfusion model is required that still takes into account the hierarchically complex structure
over different scales of the tissue and vessels [1]..

For this purpose, the vascular network is partitioned into a coupled multi-compartment model where
the various hierarchies are represented by the compartments as continua with macroscopic laws
[2]. The approach is to describe both the microscale and the hierarchies above as a porous medium
using Darcy-type flow models that account for the different spatial scales. Based on synthetic vascular
network model data essential parameters are determined for each compartment using averaging
procedures. The interaction between the different compartments is considered via the pressure-
dependent mass exchange and is applied in an averaged sense as well as the boundary conditions.

For the solution of deformation-dependent phenomena, iterative solution methods are usually re-
quired. Especially for parameters such as permeability, which depend on the geometry of the vascu-
lar network and thus on its deformation, the parameters would have to be determined anew in each
iteration step. Since this is not in the interest of efficiency, a model for growth-induced deformations

88



was developed that simply updates the model parameters with deformation-dependent quantities
only. This avoids the need for re-determination by averaging in each iteration step.

We illustrate an application to a liver growth model, where the microcirculation and the different
hierarchies of the supplying and draining vascular trees are modeled as an independent compartment
and the upper hierarchies not suitable for homogenization are considered as boundary conditions.

References
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Livers are able to regrow after injury. In practice, up to 75% of the liver can be removed during liver
resections [1]. Aliver resection is a common surgical procedure to remove part of the liver, mostly due
to a tumor. Due to the multiscale nature of liver anatomy, the regrowth of the liver after resection
is a process occurring over many scales which requires input and output values between different
scales and is yet not fully understood. Currently no mechanistic mathematical model addresses liver
regrowth after surgical resection.

Since the liver is characterized by a high degree of vascularization, blood perfusion and tissue re-
growth are closely linked. Investigating the influence of perfusion on the mechanical behavior of the
liver is of utmost importance due to possible application in surgical planning and surgery assessment.
Adetailed understanding of liver tissue mechanics in relation to perfusion significantly improves many
clinical treatment strategies, including suitable cut patterns during liver resections [2].

In this talk, we present a framework for modeling liver tissue based on coupling a poroelastic-growth
model with a fluid network to describe liver tissue deformation and blood flow. We present numerical
examples, demonstrating the capability of the methodology to model liver tissue regrowth.

References
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(https://arxiv.org/abs/2306.07412), (2023).

Complex systems in life sciences often suffer from complicated or expensive data, leading to a lack
of time- and space-dependent data.

Macro-scale models like reaction diffusion equations allow predictions of long-term behavior which
can be associated with observations on a larger length scale. An example of those processes with rare
data is liver inflammations. The dynamics leading to chronic inflammation are complex, and only the
outcome of chronic inflammation is observable.

As the scales of mechanistic processes and observations vary widely, the reaction diffusion system
is abstract, and a good representation of the mechanisms is not given a priori. One open challenge
therefore is the connection of 1) the longtime behavior, 2) the abstract mechanisms in the reaction
diffusion system, and 3) the known interactions on cell-scale.

We approach the challenges from two sides.



First, a model family of reaction diffusion equations is presented. Based on analytical properties like
the longtime behavior of solutions, one model from the family is selected, [2].

Secondly, machine learning techniques are used for selecting models based on qualitative data like
long-time observations. We present an algorithm for selecting mechanisms in an ordinary differential
equation setting and show challenges that arise.

The combination of both approaches leads to a coupling of the different scales and takes advantage
of all available information even in cases with little data.
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The liver has a complicated interaction between perfusion and functional activities on various length
scales since it is a pivotal organ for essential metabolic functions.

This includes macroscopic perfusion in the total organ, microscopic perfusion in the functional units
called liver lobules and function in the liver cells. To better understand the interplay between hepatic
perfusion, metabolism and tissue in the hierarchically organized liver structure, we have developed
a multicomponent, poroelastic multiphase and multiscale function-perfusion model, cf. [1,2], using a
multicomponent mixture theory based on the Theory of Porous Media (TPM, see [3]).

On the lobular scale, we assume a homogenized tetra-phasic mixture body, composed of a porous
solid structure representing healthy tissue, a liquid phase describing the blood, and two solid phases
with the ability of growth and depletion representing fat and tumor tissue as well as solutes solved in
the phases.

On the cellular scale, systems biology models are implemented to describe the metabolism as well as
the production, utilization and storage of the metabolites in the cells. The whole-body scale incorpo-
rates processes from other organs like kidney or lung.

We have developed a modular and efficient coupling to combine processes on the whole-body, lobule
and cell scale using a coupling library resulting in a tri-scale PDE-ODE approach. This approach allows
the simulation of processes like detoxification, zonated fat accumulation or ischemia-reperfusion in-
jury during transplantation.

As a first step to improve the model for clinical usability, hybrid knowledge- and data-driven ap-
proaches have been developed using experimental, clinical and in silico data from cooperation part-
ners [4]. Here, histological sections provide realistic geometries of the liver lobules, that serve as input
geometries for the simulations. Furthermore, the inclusion of patient-data provided from clinical co-
operation partners enable an individual simulation of hepatic processes.

[1] Lambers, L., et al. BMMB (accepted for publication) (2023)

[2] Lambers, L, Dissertation (2023)

[3] Ehlers,W. Foundations of multiphasic and porous materials (2002)
[4] Christ,B. et al. Frontiers in Physiology (2021) 12
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Indroduction: Positioning of the tension band implant is essential and variable in guided growth [1],
directly affecting treatment outcomes. It alters stress distribution in the growth plate (GP) and thus in-
fluences growth in the blocked joint [2]. A previous study [3] investigated the influence of the implant
on stress distribution using a personalized finite element (FE) simulation for three patients; however,
the model was not validated and the influence of different implant positions was not analyzed. To
address this limitation, this study evaluated the GP stress distribution using a validated FE model and
various tension band implant positions.

Methods: For the purpose of model validation, six porcine knees underwent loads up to twice their
body weight, with GP deformation measured by MRI [4]. Using the MRI images of the unloaded knee,
an FE model was created and simulated under known boundary conditions from the test setup. To an-
alyze the positioning parameters, the surgical data from guided growth treatments of 34 patients with
malalignment were evaluated [1], and the minima and maxima of each parameter were determined
and applied to the validated FE model. The stress distributions resulting from these implant positions
were compared to those observed when the implant was positioned according to the manufacturer’s
recommendations.

Results: The initial findings of the FE simulation revealed that stress within the entire GP, not just
on the implant side, was influenced by different implant and screw positions. The study’s findings
identified the positioning parameters that have a significant influence on the stress in the GP.

Conclusion: This study was conducted with identical geometry to isolate the influence of positioning
parameters from the influence of geometry; it may help to better understand the influence of implant
positioning.

References:
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In order to help patients suffering from teeth loss, oral implants have proven themselves to be a vi-
able and highly successful long term solution. However, since the oral microbiome consists of several
hundreds of species of microorganisms and thus is one of the most complex microbial communities,
it comes to no surprise that the introduction of man-made implants can lead up to infectious dis-
eases in the oral cavity. For example, peri-implantitis, an infection of the gum and bones, is caused
by communities of the oral microorganisms with serious consequences for the patients such as a
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reduction of bones and consequently implant failure. These communities are called "biofilm" and
attach themselves to the implant surface. In an effort to reduce cases of biofilm induced implant fail-
ure, it is crucial to understand the innerworkings of biofilms. Hereby, in silico experiments are a vital
tool to complement in vitro and vivo experiments. When performing in silico experiments, a sensible
material model is crucial. In literature, current biofilm growth models either follow a volumetric or a
density based approach. In the volumetric approach, the deformation gradient is split into an elastic
and a growth part, similar to plastic strain models. In the density based approach, the density evolves
according to an evolution equation. In neither model, the consistency with the second law of thermo-
dynamics is usually checked, but instead they are phenomenologically motivated. Biological systems
are treated in the context of an open system, in which one assumes that energy, mass and entropy
can be exchanged through the boundaries. This assumption poses serious challenges to thermody-
namic consistency conditions. The model presented in this work is derived by an extension of the
Hamilton principle and thus fulfills the thermodynamic consistency conditions automatically. In ad-
dition, both approaches mentioned earlier are combined to give a more general picture on growth
behavior of biofilms. To capture the complexity of biofilm in the oral cavity, the model is extended
to incorporate more than one type of biofilm. Both types of biofilm can grow independently and can
either inhibit or promote each other’s growth. The integration of multiple types of biofilm requires
a lot of computational effort. The model is thus solved by using the Neighbored Element Method, a
combination of the Finite Element Method and Finite Difference Method.

In the present work, we introduce a scheme for efficient mechanobiological research on the ded-
ifferentiation of chondrocytes using a deep neural network model that does not require sacrificing
the cells and thus, saving resources. Cells are a part of active biological systems subjected to phys-
ical stimuli such as mechanical loading. Such loading affects cellular processes including prolifera-
tion, differentiation, and the interplay with the surrounding environment [1, 2]. Chondrocytes are
mechanosensitive cells that produce and maintain the cartilaginous matrix that allows cartilage to
bear and distribute mechanical loads in joints [3]; their role in cartilage regeneration and treatment of
osteoarthritis (OA) has been the focus of research projects [4]. Nevertheless, it remains an open chal-
lenge to fully understand the effect of mechanical stimuli on chondrocytes [5]. One of the unresolved
mechanobiological behaviors of chondrocytes is dedifferentiation. Dedifferentiation of chondrocytes
is the phenomenon where isolated chondrocytes alter their phenotype when cultured in a 2D in vitro
environment over passages [6]. While intact, cobblestone-shaped chondrocytes mainly produce col-
lagen Il, dedifferentiated chondrocytes with elongated shapes produce fibroblastic collagen | [7]. This
limits the scalability of a promising treatment for OA, called ‘autologous chondrocyte implantation'.
To overcome this limit, research is being undertaken to find the mechanism of dedifferentiation [8].

This proposed scheme is composed of three parts: (i) the cell-seeded specimens are loaded in a biore-
actor system [9], (ii) an optical microscope is used to obtain the phase-contrast images of living cells,
and (iii) the images are analyzed using a deep neural network [10]. This scheme provides an efficient
tool to analyze the ratio of intact to dedifferentiated chondrocytes while preserving cells on our way
to elucidate the effects of mechanical loading on the dedifferentiation of chondrocytes.
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Meniscus tears are one of the most frequently occuring injuries which people incur doing contact
sports. They can cause severe chronic knee pain, stiffness and immobility which can potentionally
end in a total knee replacement. Over the last decades, a trend arose to rather heal by regenera-
tion and repair than to replace the damaged issue. On the other hand, mathematical modeling and
numerical simulation of medical and biological processes have become an important tool for devel-
oping new methods for regeneration. They may allow to extend study results to related mutually
processes. Although meniscus tissue engineering has recently attracted much interest, mathemati-
cal models and numerical simulations for the specific dynamics of the involved phenomena are still
relatively scarce. In this presentation, we report about ongoing work on in silico research for the bet-
ter understanding of an experimental study for meniscus regeneration. In essence, this experiment
uses a nonwoven scaffold that is colonized by chondrocytes and adipose tissue-derived stem cells.
The mathematical description involves active processes at the cell level, such as cell differentiation
and matrix synthesis, that have a strong impact on the resulting tissue structure and quality, while
macroscopic effects in turn are important stimuli for the processes at the microscopic level. The cor-
responding mathematical model consists of a set of coupled nonlinear parabolic partial differential
equations where further effects, such as the flow of nutrients through the porous media of the scaf-
fold and the mechanical deformation, can also be taken into account. From the numerical point of
view, not only the forward simulation with vastly differing time scales but also the computation of
parameter sensitivities represent a big challenge.

The presentation concentrates in particular on the numerical treatment based on a spatial discretiza-
tion by a discontinuous Galerkin approach where also the orientation of the fibre structure in the
scaffold is considered. We analyze the influence of the boundary conditions and the initial data,
demonstrate the outcome of the in silico experiment for different scenarios and assess the possi-
ble feedback for the in vitro experiment.
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The modeling of inelastic phenomena with tensor-valued internal variables requires a regularization
to counteract mesh dependence. Here, we consider the regularization of anisotropic damage at fi-
nite strains and seek for an efficient formulation based on a reduced number of nonlocal degrees
of freedom. We, thus, equip the brittle version of [1] with three different gradient-extensions in the
micromorphic framework of [2] using one full and two reduced regularizations of the damage tensor.
The models are investigated in structural simulations and compared with respect to their structural
responses and the resulting failure patterns. High agreement is observed between the full regular-
ization with six nonlocal degrees of freedom and a reduced volumetric-deviatoric regularization with
two nonlocal degrees of freedom.

[1] Holthusen, H., Brepols, T., Reese, S., Simon, J.-W., 2022. A two-surface gradient-extended
anisotropic damage model using a second order damage tensor coupled to additive plasticity in the
logarithmic strain space. J. Mech. Phys. Solids 163, 104833.

[2] Forest, S., 2009. Micromorphic approach for gradient elasticity, viscoplasticity, and damage. J. Eng.
Mech. 135(3), 117-131.

The modeling and simulation of damage and fracture processes in materials is an important topic in
mechanics, as it can help to improve the safety and durability of structures in a variety of engineering
applications. Unfortunately, in practice, such simulations can be computationally very expensive. One
way to counteract the computational effortis to apply model order reduction (MOR) techniques, which
typically aim to reduce the global degrees of freedom of a discretized model system while keeping
the introduced approximation error as small as possible.

A well-known representative of this class of methods is the proper orthogonal decomposition (POD),
which belongs to projection-based MOR approaches. The basic idea is to project large systems into
lower dimensional subspaces by extracting only their dominant modes and constructing appropriate
projection matrices. For linear problems, this strategy works rather well. In countless cases, POD has
proven its ability to tremendously reduce the number of unknowns and, thus, the computational com-
plexity. For nonlinear problems, however, the situation becomes much more complicated, since the
dominant modes are subject to change and the projection matrices themselves need to be updated,
partially diminishing the speedup potential of the method. For this reason, hyperreduction tech-
niques such as the discrete empirical interpolation Method (DEIM) have been developed, essentially
providing a second layer of reduction that helps to overcome the shortcomings of POD in nonlinear
problems [1]. DEIM has already been successfully applied in hyperelastic and viscoelastic structural
problems, see e.g. [2].

The present study is concerned with the development and investigation of a novel POD+DEIM-based
approach to accelerate finite element simulations making use of a highly nonlinear gradient-extended
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damage-plasticity material model for describing fracture phenomena in (quasi-)brittle and ductile ma-
terials [3]. In this context, a reduced arc-length method is proposed, which allows the calculation of
softening problems where snapback behavior occurs. Furthermore, the novel idea of constructing
separate projection matrices for the physically very different nodal degrees of freedom (displace-
ments and nonlocal damage) is investigated in detail.

[1]1S. Chaturantabut and D. C. Sorensen, SIAM . Sci. Comput. 32(5): 2737-2764, 2010
[2] A. Radermacher and S. Reese, Int. J. Numer. Methods Eng. 107(6): 477-495, 2016
[3] T. Brepols, S. Wulfinghoff, and S. Reese, Int. J. Plast. 129, 102635, 2020

The gradient-extended two-surface damage-plasticity model reported by Brepols et al. [1,2] has great
flexibility in dealing with the failure process between brittle material and ductile material. This is
because damage and plasticity are considered distinct but strongly coupled physical mechanisms by
using separated damage and plastic yielding criteria and related loading/unloading conditions [1,2].
However, there are three evident drawbacks in the standard gradient-extended two-surface damage-
plasticity model. Firstly, the tensile and compressive strengths at the onset of damage have the same
magnitude which is unrealistic for most materials. Secondly, for the given material parameter, once
the tensile strength is determined, there is no flexibility to match the experimentally known values of
the compressive and shear strengths. Finally, the standard model cannot model the unilateral contact
under compressive loading when the material is fully broken. To solve the mentioned shortages of
the standard model, the star-convex decomposition of the total strain energy proposed by Vicentini
et al. [3] is adopted in the current model. In the end, a numerical example is provided to show the
properties of the present model in simulation.

Accurate modelling in metal forming is a complicated but important step for precise predictions of
material behaviour under operational loads or during the forming process. While modelling of plas-
ticity effects is a well-established field, ductile damage is nowadays also important to consider in sim-
ulations. Theoretically, damage mechanics should not be critical for a final product under operative
loads. Its consideration for forming simulations, however, is very important to predict the damage
state and hence the performance of a produced part. With accurate damage models, itis furthermore
possible to enhance a product by applying numerical optimisation.

Numerical damage optimisation can be applied in multiple ways and environments. For gradient-
based optimisation, the gradients with respect to the design variables of the optimisation problem
are required. When applying sensitivity analysis to regularised, non-local damage models, the addi-
tional global damage variables and their additional global equilibrium equations have to be handled
accordingly [1]. Furthermore, the addition of state-dependent history variables, introduced with plas-
ticity and local damage modelling, must be taken into account when deriving the gradients. This in
turn leads to additional requirements for the numerical implementation, i.e. a history sensitivity up-
date after each load-step. When implemented correctly, analytical gradients are very efficient. In
forming however, contact mechanics is a key component. Derivation of analytical gradients of such
a discontinuous problem is very complex. It can be circumvented by utilising commercial FEM soft-
ware, which runs the simulations and handles contact mechanics. This allows creation of a framework
which enables optimisation with the software solely as the FEM solver [2].

This talk gives an overview of applied numerical optimisation from two different viewpoints. By en-
hancing a non-local damage model with sensitivity analysis, it is possible to generate damage tol-
erant parts which show less damage accumulation. Additionally, the benefit of utilising a damage
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model in numerical optimisation is highlighted. In contrast to the analytical approach, a framework
is presented which enables optimisation of existing forming simulations within Abaqus. Numerical
optimisation is applied to forming processes to enhance their capabilities with respect to damage
accumulation and optimal process parameter sets are generated

[1] Guhr, F. and Barthold, F.-J.: Variational sensitivity analysis and shape optimisation applied to a
non-local, ductile damage model. Comp. Mech. (2023) https://doi.org/10.1007/s00466-023-02377-w

[2] Guhr, F. Gitschel, R., Barthold, F.-. and Tekkaya, A.E.. Numerical Optimisation of
Damage in Extrusion Processes. Proc. Appl. Math. Mech., 24: 202300199 (2024)
https://doi.org/10.1002/pamm.202300199

The Material Point Method (MPM) attracts an increasing interest due to its capability to model prob-
lems involving large deformations. However, MPM comes with a larger computational cost compared
to the Finite Element Method (FEM). Consequently, to achieve computational efficiency, formulations
that combine MPM and FEM have emerged. As of the authors' knowledge, these approaches have
successfully addressed a monolithic coupling between MPM and FEM, but fail when the material de-
scription is based on nonlocal mechanics. Moreover, complex material models require often a nonlo-
cal formulation to overcome problems of numerical instabilities, that can arise when modelling strain
softening behavior

In this work, a new approach for monolithic MPM-FEM coupling including a nonlocal formulation is
developed. The coupling between both discretization methods is addressed by bond elements. A
novel formulation of nonlocal bond elements is introduced in this work, which couples the mechanical
and nonlocal fields between both discretizations in an effective manner.

Furthermore, a constitutive law at finite deformations to describe fiber reinforced concrete is applied.
A damage formulation within the microplane framework is utilized to capture the induced anisotropy
in concrete structures. Furthermore, the microplane model is able to capture the initial anisotropy
due to fiber inclusion. Moreover, implicit gradient-enhancement is utilized to regularize strain local-
ization problems. Finally, numerical examples are focused on showing the potential of bond elements
to effectively transmit nonlocal fields regardless of the orientation or discretization, model finite de-
formation and reproduce experimental results within the coupled MPM-FEM.

S03.02: Damage and fracture mechanics 2
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Chair(s): Kozinov, Sergey

Direct flexoelectricity is the higher-order, two-way electromechanical coupling between strain gradi-
ents and the electric field. Due to its inherent size effects, it is very prominent at smaller scales, with
profound applications to high-precision micro- and nano-electromechanical systems such as sensors,
actuators, energy harvesters, etc. Flexoelectricity in linear dielectrics [1] and piezoelectrics [2] has
been recently analyzed in detail. However, the fracture behavior of flexoelectric solids is still not
explored, though in the vicinity of the crack tips there are naturally occurring strain gradients. In
the current work, the robust mixed FE proposed in [2] is extended for the fracture mechanics cal-
culations. The analysis of the crack tip opening displacements (CTOD) and the variations of electric
potential along the crack front has been done. In addition, a post-processing script is developed
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to trace the evolution of the configurational forces and their spatial distribution. The configurational
forces represent the thermodynamic driving forces acting on the defect [3], while the J-integral can be
easily evaluated using the configurational force at the crack tip. Using these computations, the influ-
ence of strain gradients and flexoelectricity is investigated. Further, the influence of the flexoelectric
coefficients and the direction of the ceramic polarization are examined. Current work explores the
interplay of the linear and the higher-order electromechanical coupling, described by piezoelectricity
and flexoelectricity, in the presence of the crack in the realm of linear elastic fracture mechanics.

References

[1]1 Tannhauser, K., Serrao, P.H., Kozinov, S., 2024. A three-dimensional collocation finite element method
for higher-order electromechanical coupling. Comput Struct 291, 107219.

[2] Serrao, P.H., Kozinov, S., 2023. Robust mixed FE for analyses of higher-order electromechanical cou-
pling in piezoelectric solids. Comput Mech.

[3] Kozinov, S., Kuna, M., 2023. Configurational forces in ferroelectric structures analyzed by a macrome-
chanical switching model. Acta Mech 234, 17-36.

In the damage analysis of material with complex microstructures, a full-scale direct numerical simula-
tion (DNS) could produce huge computational costs. Alternatively, the multi-scale modeling is a more
effective method by using less degrees of freedom to balance the calculation accuracy and cost. In
this paper, a new multiscale damage modeling method is proposed based on the variational effective
model originally presented by Jezdan et al. and the relaxation damage model presented by Junker et
al.. Avariational statement for the free energy and the dissipation potential for a coarse scale model
is constructed by relating the free energy and dissipation potential of the fine scale model. In this
way, the coarse scale damage variable is defined instead of directly solving in the fine scale model,
therefore the computational efficiency can be increased. Besides, the relaxation damage model can
effectively avoid ill-posed boundary value problems in damage analysis without use of gradients or
complex integration techniques. Finally, we provide three numerical examples to demonstrate the
accuracy and efficiency of the proposed method.

The characterisation of damage and degradation mechanisms constitutes a major part in modelling
industrial processes such as metal forming. A common regularisation strategy for damage models
is obtained by the incorporation of additional gradient contributions into the constitutive equations.
In a thermo-mechanically coupled setting, gradient-enhanced damage models result in a problem of
three coupled field equations. The solution of multi-field problems and the numerical implementa-
tion by means of the finite element method constitute a sophisticated part of the characterisation of
complex material behaviour. Particularly the implementation into commercial finite element codes is
of importance for practical and industrial applications. An Abaqus UMAT framework was introduced
in[1, 2] for the implementation of arbitrary two-field problems. An extension of the framework to the
solution of three coupled field equations (and potentially more) is presented in this contribution.

A comprehensive implementation framework for micromorphic continua in a thermo-mechanically
coupled setting into the finite element software Abaqus is provided. The framework is exemplarily
applied to a gradient-enhanced damage model. Representative simulation results are discussed on
a local and a global level to assess the implementation framework and the extension to arbitrary
multi-field problems is discussed.
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For the mechanical behaviour of elastomers, micromechanically-informed constitutive models that
are based on statistical mechanics have proven of high value, for instance thenon-affine unit sphere
model [1]. However, these approaches are computationally expensive, since chain statistics have to
be evaluated for a representative set of microscopic chain directions for each macroscopic material
point. Likewise, for the prediction of fracture, the phase-field approach has become a well-established
tool, although it comes along with a severe computational effort since it requires small time steps and
fine meshes.

Physics-augmented neural networks (NNs) become increasingly popular for constitutive modelling,
and have shown to be suitable surrogates for hyperelastic materials, see e.g. [2]. Apart from their
flexibility for describing complex experimentally-observed material responses, these approaches may
also reduce computational effort compared to classical micromechanically-informed models.

This contribution aims at combining the predictive capability of the phase-field approach to fracture
with the advantages of NNs by means of a hybrid model of fracture. To this end, conceptionally, a
pseudo-energy functional is introduced, cf. [3], that combines a hyperelastic neural network-based
free energy potential, and the classical phase-field fracture dissipation potential.

[1] C. Miehe et al., ‘A micro-macro approach to rubber-like materials—Part I: the non-affine micro-
sphere model of rubber elasticity’, Journal of the Mechanics and Physics of Solids, Nov. 2004.

[2] L. Linden et al., ‘Neural networks meet hyperelasticity: A guide to enforcing physics’, Journal of the
Mechanics and Physics of Solids, Oct. 2023.

[3] F. Dammal et al., ‘The rate- and temperature-dependent ductile-to-brittle fracture transition of
toffee-like caramel: Experimental investigation and phase-field analysis', arXiv preprint, Nov. 2023.

Predicting and analyzing damage initiation and propagation in ductile materials under thermome-
chanical scenarios has significant implications for research and industry. Many models in the litera-
ture concentrate solely on fracture and damage mechanisms, neglecting the influence of tempera-
ture. As a result, simulations based on such models are often only adequate for a few special cases
that are far away from the actual manufacturing conditions. Therefore, the integration of efficient
model order reduction techniques into multiphysics models is an interesting and promising area of
research, especially for industries focusing on real-time simulations.

The primary objective of this work is to combine the model order reduction technique with the
gradient-extended damage-plasticity formulation for finite strains by Brepols et al. [1] and to study
its effect on reducing computational costs. Then, a multi-field decomposed POD is integrated into the
thermo-mechanically extended version of the aforementioned model (see Felder et al. [2]) to enable
fast multiphysics damage-plasticity simulations. Finally, the new approach is investigated in several
numerical benchmark tests to evaluate its advantages and disadvantages.

References

[1] Brepols T, Wulfinghoff S, Reese S. Gradient-extended two-surface damage-
plasticity: ~Micromorphic formulation and numerical aspects. Int | Plast 2017;97:64-106.
https://doi.org/10.1016/j.ijplas.2017.05.010.

[2] Felder S, Kopic-Osmanovic N, Holthusen H, Brepols T, Reese S. Thermo-mechanically cou-
pled gradient-extended damage-plasticity modeling of metallic materials at finite strains. Int ] Plast
2022;148:103142. https://doi.org/10.1016/j.ijplas.2021.103142.
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Material damage leads to an increase in temperature due to energy dissipation. Furthermore, a non-
uniform temperature distribution can result in damage evolution due to the internal stress in a physi-
cal body. To model this behavior, we apply the extended Hamilton’s principle to create a new thermo-
mechanically coupled gradient-enhanced damage model, which includesthe damage and tempera-
ture evolution. In order to accelerate the computation speed, we adopt the neighbored element
method to calculate the Laplace operator for the damage variable and temperature in the governing
equation. The numerical examples show the robustness and efficiency of our method in the thermal
shock problem.

S03.03: Damage and fracture mechanics 3
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Dual-phase steels are very popular in the automotive industry due to their high strength while main-
taining good formability. The macroscopic formability of this polycrystalline material is governed by
deformation and damage mechanisms at the microscale. To describe the mechanical properties as-
sociated with these mechanisms, a crystal plasticity theory is coupled with interface models and in-
tegrated into (statistical) representative volume elements (RVEs). The interface models capture de-
cohesion at the grain boundaries as well as the initiation and propagation of micro-cracks (damage)
within the quasi-brittle martensite phase of the dual phase steel DP800. In this contribution, the focus
lies on the numerically efficient implementation of the these models by means of the finite element
method. The interaction and activation of the different (damage) mechanisms will be investigated.

Many structural elements of modern aerospace and power industrial components work at high tem-
peratures. Under these conditions, creep strains develop in their material, and as a result of creep,
damage accumulation develops, which lead to fracture process arising. On the other hand, in the
process of operation, it is possible to receive one or a series of impacts on the surface of the struc-
tural element. Such additional loads, for example, occur in the blades of gas turbines with repeated
contact with the surface of the housing. Even in the absence of instantaneous failure, impact loads of
low intensity can affect the processes of deformation and damage accumulation and intensify them.

A general boundary - initial value problem is formulated for the description of creep- damage pro-
cesses. For the case of impact cycles, the formulation of the problem using the methods of many time
scales and period averaging is considered.

Attention is paid to the formulation of constitutive and evolution equations. Materials whose
creep damage can be described using evolution equations with a scalar (steel) or tensor damage
parameter (light alloys) are considered. The influence of a single impact load on the stress-strain
state during creep is taken into account in the creep rate equation for the description of overloads.
In the case of repeated, cyclicimpact contacts, the method of many time scales and period averaging
isused. Asa method of solving the boundary-initial value problem, the Finite Element Method was
used in combination with the method of time integration. After determining the completion of hidden
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failure in a certain finite element, the process of further fracture development is considered. For this
purpose, an algorithm for removing elements from the model with a complete reformulation of the
boundary - initial value problem with new boundary conditions is used. The initial conditions are
determined by the current distributions of stresses, strains, displacements and damage parameter.

The processes of creep-damage and fracture are considered for the case of a plane stress
state. The results of modeling creep-damage processes that develop after impact loading in steel and
titanium alloy plates are presented. The distributions of creep strains and damage are considered.
The deformed state in the steel plate under the conditions of its fracture development due to the
accumulation of creep damage was analyzed.

Relaxation techniques, particularly in the context of finite element simulations, offer a powerful
means to incorporate complex microstructures without introducing additional length scale param-
eters. However, integrating concurrent numerical relaxation for rank-one convexification within in-
cremental, dissipative models often imposes considerable computational overhead, see [1], limiting
its practical application. This presentation introduces a novel algorithm leveraging hierarchical se-
quences (H-sequences, see [2, Definition 5.14]) to approximate and establish an upper bound for
the rank-one convex envelope. Notably, this method aligns with the rank-one convex envelope for
materials achieving energetic optimality at each laminar level. Demonstrating applications in non-
convex finite strain continuum damage models (cf. [3] for the recapitulated derivation), particularly
in two and three dimensions, this approach facilitates concurrent numerical relaxation within large
strain models, ensuring compatibility of the implied microstructure. The talk explores various aspects
of the algorithm, including restoring rotational invariance, microstructure reconstruction, compara-
tive analysis with other semi-convex envelopes, derivative information, and considerations regarding
mesh dependency.

[1] Balzani, D., Kohler, M., Neumeier, T., Peter, M. A., & Peterseim, D. (2023). Multidimensional rank-
one convexification of incremental damage models at finite strains. Computational Mechanics, 1-21.
[2] Dacorogna, B. (2007). Direct methods in the calculus of variations (Vol. 78). Springer Science &
Business Media

[3] Balzani, D., & Ortiz, M. (2012). Relaxed incremental variational formulation for damage at large
strains with application to fiber-reinforced materials and materials with truss-like microstructures.
International journal for numerical methods in engineering, 92(6), 551-570.

Ductile damage - damage associated with plastic deformation - leads to a degradation of material
properties and is an important aspect in many technical applications, e.g. in metal forming processes,
cf. [1]. Although such a degradation cannot be completely prevented, it is undesirable and must
therefore be controlled. To understand degradation - both qualitatively and quantitatively - contin-
uum damage theory provides a natural framework. Very often the corresponding models depend
on stress invariants, e.g. triaxiality and Lode angle. Although such an assumption is intuitive, it of-
ten represents a relatively crude simplification, see [3,4]. Especially when complex load paths and
anisotropic effects become important, further influences of the stress state have to be considered.
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In this work, the (anisotropic) damage evolution is carefully analyzed using two established models
suitable for ductile damage evolution, c.f. [5,6]. Different loading paths are chosen to (i) show the lim-
itations of the simplified approach and (ii) derive new indicators for damage initiation and evolution.
On the basis of these new indicators, optimized stress paths are derived that show less damage.

[1] Clausmeyer, T. et al. (2020). Prediction of Ductile Damage in the Process Chain of Caliber Rolling
and Forward Rod Extrusion. Procedia Manufacturing 47. 649-655

[2] Langenfeld, K. and Mosler, J. (2019). A micromorphic approach for gradient-enhanced anisotropic
ductile damage. Computer Methods in Applied Mechanics and Engineering 360. 112717.

[3]1 Malcher, L. and Andrade Pires, F. (2011). An assessment of isotropic constitutive models for ductile
fracture under high and low stress triaxiality. International Journal of Plasticity. 30-31.

[4] Bai, Y. and Wierzbicki, T. (2008). A new model of metal plasticity and fracture with pressure and
Lode dependence. International Journal of Plasticity, 24(6).

[5] Ekh, M. et al. (2003). Anisotropic damage with the MCR effect coupled to plasticity. International
Journal of Engineering Science 41. 1535-1551.

[6] Lemaitre, J. and Desmorat, R. (2005). Engineering damage mechanics: ductile, creep, fatigue and
brittle failures. Berlin Heidelberg: Springer.

An alternative approach is proposed and applied to solve boundary value problems within the strain
gradient elasticity theory. A mixed variation formulation of the finite element method (FEM) con-
cerning displacement-strain-stress is used, adopting the governing equations for stresses, strains,
and displacements as independent variables. This significantly simplifies the pre-requirement for
approximating functions to belong to class C' and allows one to use the simplest triangular finite el-
ements with a linear approximation of displacements under uniform or near-uniform triangulation
conditions. Global unknowns in a discrete problem are nodal displacements, while the strains and
stresses in nodes are treated as local unknowns. The conditions of existence, uniqueness, and contin-
uous dependence of the solution on the problem’s initial data are formulated for discrete equations
of mixed FEM. These are solved by a modified iteration procedure, where the global stiffness matrix
for classical elasticity problems is treated as a preconditioning matrix with fictitious elastic moduli.
This avoids the need to form a global stiffness matrix for the problem of strain gradient elasticity
since it is enough to calculate only the residual vector in the current approximation. A set of mod-
eling plane crack problems is solved. The obtained solutions agree with the results available in the
relevant literature. Good convergence is achieved by refining the mesh (finite element length) for all
scale parameters. All three problems under study exhibit specific qualitative features characterizing
strain gradient solutions, namely crack stiffness increase with length scale parameter and cusp-like
closure effect.

In recent decades, extensive research has led to the development of more efficient and stronger types
of concrete, including high performance concrete (HPC) and ultra high performance concrete (UHPC).
These materials are becoming increasingly popular in the global construction industry. Steel fibres,
especially hookedend fibres, are commonly added to enhance the ductility of HPC, whereas short,
straight fibres are usually added to UHPC. The fibre reinforcements increase ductility by transmitting
stresses from the matrix to the fibres during fracture. This process shows pronounced effect on the
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deterioration characteristics of concrete in cyclic flexural tests, see [2].

The purpose of this contribution is to examine how the orientation and distribution of fibres affect
the overall material behaviour of fibre-reinforced HPCs and UHPCs during low cyclic fatigue. A phe-
nomenological material model has been developed by combining the superposed models of trans-
versely isotropic elasto-plasticity, see [1], and a continuum phase-field model of fracture in elasto-
plastic material, see [3, 4]. Two continuous stepwise linear degradation functions are used to model
the unsymmetric behaviour of (U)HPC in tension and compression. The numerical model is calibrated
using experimental data and simulating typical uniaxial cyclic tests and three-point bending beam
tests at low cycle for pure (UHPC. Low cycle three-point bending beam tests are simulated for rein-
forced (U)HPCs with different fibre contents and orientations. To account for the different distribu-
tions and orientations of the fibres, different orientation distribution functions (ODF) are constructed
and implemented. The degradation of residual stiffness is calculated using experimental and numer-
ical results and compared to validate the accuracy of the numerical results, see [4, 5].

[1]1]). P. Boehler. Applications of tensor functions in solid mechanics. CISM, 292, Springer, Vienna,
1987.

[2] K. Elsmeier, J. Himme, N. Oneschkow and L. Lohaus. Pruftechnische Einflisse auf das Ermu-
dungsverhalten hochfester feinkérninger Vergussbetone. Beton- und Stahlbetonbau, 111:233-240,
2016.

[3] C. Miehe, F. Aldakheel, and A. Raina. Phase-field modeling of ductile fracture at finite strains: A
variational gradient-extended plasticity-damage theory. International Journal of Plasticity, 84:1-32,
2016.

[4] M. Pise, D. Brands, J. Schréder, G. Gebuhr, S. Anders. Phenomenological material model for dam-
age in steel-fiber reinforced high performance concrete during low cycle fatigue. Proceedings in Ap-
plied Mathematics and Mechanics, 22:e202200236, 2022.

[5] G. Gebuhr, M. Pise, S. Anders, D. Brands, J. Schréder. Damage evolution of steel fiber reinforced
high performance concrete in low-cycle flexural fatigue: numerical modeling and experimental vali-
dation. Materials, 15:1179, 2022.
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Within the framework of linear elasticity, the M-integral is connected to energy changes due to a
self-similar expansion of a configuration. In this contribution, we will calculate the M-integral by eval-
uating a path-independent contour integral and by calculating the virial of material tractions active at
boundaries and interfaces for the simple case of a hollow circular cylinder having an inclusion with
and without misfit, loaded by external forces under plane stress/plane strain conditions. The connec-
tion between the similarity transformation of the total elastic potential and the M-integral is explored.

Predicting failure due to fatigue remains a fundamental challenge in the field of engineering. Focusing
on metals subject to low cycle fatigue, failure usually occurs in two stages: (i) nucleation phase and
(i) coalescence phase. Cyclic plastic strains induce decohesions and cracks nucleation at the micro
level, which subsequently coalesce into macro cracks, cf. [1]. Numerous models are available in the
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literature in order to predict the initiation of damage at the macro level. Critical plane approaches,
for example, prove to be efficient tools for the prediction of the lifetime of components and struc-
tures under proportional load cases [2]. For non-proportional load cases, however, continuum dam-
age mechanics might be a suitable tool in order to consider the interaction between different strain
components more accurately. Within the respective models, the criterion for damage initiation is of
utmost importance.

Afirst damage initiation criterion in the spirit of continuum damage mechanics is based on the stored
energy function [1]. This criterion has been extended to additionally account for the plastic strain
amplitude in [3] to easily distinguish between different load amplitudes on the local level.

Within this talk, a new damage initiation criterion will be formulated to account for multiaxial fatigue.
First, a damage model suitable for ductile material degradation will be extended to account for the
different mechanisms associated with cyclic tension and cyclic torsion. Subsequently, the damage
initiation criterion in [3] will be modified. To be more precise, the inclusion of the Lode angle allows
to explicitly account for the degree of multiaxiality. The capabilities of the extended criterion will be
demonstrated by means of fatigue experiments. It will be shown that this extension is necessary to
capture both failure associated with tension and failure associated with torsion in a unified approach.

References:

[1]1). Lemaitre and R. Desmorat. Engineering Damage Mechanics: Ductile, Creep, Fatigue and Brittle
Failures. Springer-Verlag Berlin Heidelberg, 2005.

[2] D. Socie and G.B. Marquis. Multiaxial fatigue. Society of Automotive Engineers Warrendale, PA,
2000.

[3] P. Gaborit, A. Souto-Lebel and R. Desmorat. 35émes Journées de Printemps de la Société Francaise
de Métallurigue et de Matériaux (SF2M): Fatigue Sous Chargement d’Amplitude Variable et Environ-
nement Vibratoire: Unification de modeéles d'endommagement de type lemaitre pour la fatigue a
faible et grand nombre de cycles, multiaxiale et aléatoire, 2019.

Refractories are polycrystalline, porous, heterogeneous, non-metallic materials utilized as protective
liners in high-temperature manufacturing processes. Microscopic and mechanical characterization
studies of MgO-C refractories in the literature show a strong correlation between the underlying mi-
crostructure and the thermo-mechanical response of these materials. The present study focuses on
developing a simulation tool that evaluates the thermo-mechanical behavior of recycled refractories,
specifically the influence of microstructural features on their thermal shock resistance. In contrast to
prior methodologies[1,2], the intricate and heterogeneous microstructure of MgO-C is conceptualized
as a three-phase composite comprising coarse magnesia aggregates, graphite flakes, and an effec-
tive matrix. The homogenized matrix material is presumed to consist of fine magnesia, carbonaceous
binders, additives, and pores. A pre-processing tool with a graphical user interface (GUI) is developed
to synthetically generate this idealized 2D microstructure representation from statistical data, such
as particle size distributions and phase volume fractions, utilizing open-access Python packages [3].
According to the current hypothesis and experimental findings, the principal mechanism of damage
in these materials involves the debonding of phase interfaces due to thermally induced stresses. This
interface damage is modeled using the cohesive zone approach. Basic thermal shock simulations
are performed employing the synthetically generated microstructure to investigate the influences of
thermal expansion coefficient mismatches and thermal gradients on the local interface damage as
well as the initiation and propagation of macroscopic cracks. Furthermore, a sensitivity study is pre-
sented to analyze the influence of particle size distribution on the thermal shock resistance of these
refractory composite materials.
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The austenitic stainless steel AISI 316L (1.4404) is frequently used in medical applications as well as
in aerospace and automotive industries due to its corrosion resistance and high ductility. Individual
parts and smaller series as well as more complex geometries can be produced by powder bed fusion
of metals using a laser (PBF-LB/M), i.e. additive manufacturing. The components produced in this
process not only have different mechanical properties compared to components made from con-
ventionally produced base material by cutting machining processes. Also, the multiaxial stress state
behavior of PBF-LB/M/316L has not been investigated yet

The presentation deals with an initial experimental series with additively manufactured biaxial spec-
imens made of AISI 316L stainless steel. The biaxial specimen geometry has been specially adapted
for the requirements of PBF-LB/M and the specimens are loaded under different biaxial proportional
load paths up to failure. Accompanying numerical simulations are performed to determine the asso-
Ciated stress state and analyze the existing stress-dependent damage and failure mechanisms. The
formation of strain fields in critical parts of the modified H-specimen is monitored by digital image
correlation at various points of the experiment and the different failure modes are visualized by scan-
ning electron microscopy of the fracture surfaces.

S03.05: Damage and fracture mechanics 5

Date: March 21, 2024 08:30-10:30
Room: G22/013

Chair(s): Lohnert, Stefan

Phase-field modeling of fracture proposed in [1] is a widely accepted approach in the community of
fracture mechanics, as it intrinsically handles complex crack propagation, nucleation and branching
phenomena. This diffusive fracture model leads to a non-convex optimization problem and demands
a very fine mesh in the crack propagation region. In order to handle the former issue, staggered solu-
tion scheme has been extensively used in the literature, which results in convex elastic and phase-field
sub-problems. On the other hand, the requirement of very fine mesh is handled either by initially pre-
refining the mesh in the complete region of crack propagation or by using mesh adaptivity techniques.
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In this regard, the scaled boundary finite element method (SBFEM) has proven to be a reliable tech-
nique for solving fracture problems on quadtree [2] and octree [3] meshes. Unlike in the standard
finite element method, the elements with hanging nodes, arising in a quadtree or octree mesh, can
be handled straightforwardly without any additional modification in SBFEM, thus leading to a more
flexible adaptive solution technique. In the current work, a monolithic solution scheme for solving the
coupled problem in the context of the SBFEM is proposed. This talk comprises a rigorous comparison
of the accuracy and computational cost of both staggered and monolithic solution schemes.
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Numerical simulations are very important in order to predict structural failure. Among various ap-
proaches, the phase-field modeling (PFM) seems to be very attractive. It is able to account for crack
initiation, crack

propagation, dynamic crack branching, and more. It has been applied in different fields, e.g. brit-
tle fracture, ductile fracture, mixed-mode fracture and dynamic fracture. The finite element method
(FEM) is very popular for structural mechanical problems. It utilizes a boundary-conforming mesh to
discretize the structure.

In recent years, immersed methods such as the finite cell method (FCM) have gained more attention
in the scientific community. The FCM utilizes a Cartesian grid in order to discretize the structure, em-
ploying high-order hierarchical shape functions on each of the so-called "finite cells”. Since the FCM
mesh is no conforming to the geometry, the finite cells can be cut by the domain boundary, resulting
in discontinuous integrands for the stiffness matrix and load vector. This issue is tackled by space-
tree integration schemes, such as quadtrees (in 2D) and octrees (in 3D). Furthermore, the multi-level
hp-method is applied to refine the FCM mesh towards the crack path.

The octree integration scheme is very robust and accurate. However, it leads a to huge amount of
integration points and thus, is very expensive. On the other hand, moment fitting schemes are very
promising, leading to a reduction of the integration effort. In particular, the non-negative moment
fitting (NNMF) has been proven to be very efficient for nonlinear FCM computations. The idea is to
derive an individual quadrature rule for each cut finite cell, where positivity of the weights is pre-
served. In this contribution, we employ the NNMF scheme in FCM simulations of brittle phase-field
fracture with the aim of reducing the computational effort, while the accuracy is maintained. We study
the proposed approach on numerical benchmarks first and finally apply it on brittle metal foams in
order to predict strut failures.

In the last decade, the phase field method was developed to simulate fatigue fracture processes.
The biggest advantage of phase field modeling is its unified framework, in which the entire fracture
evolution from nucleation to propagation is covered. On the other hand, surface texture must be
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considered in many areas of industry and research. In particular, surface roughness can fulfill com-
plex functional requirements. For example, it is known that roughness has an essential impact on
fatigue. In this work, we investigate how a phase field model for fatigue cracks can be used to in-
corporate roughness profiles. We also investigate the influences of different roughness profiles on
fatigue processes with the help of the fatigue fracture phase field model. In all our studies, we lever-
aged roughness models.

The modeling of brittle fracture has been an intensively researched topic for decades - both in the
mechanical as well as in the mathematical community. In the past, the modeling of sharp cracks and
the resulting free boundary problem posed significant numerical challenges. These difficulties have
led to the rise of diffuse approximations in the sense of phase-field theories, which have become very
popular, cf. [1].

Within this talk, the focus is on the numerical implementation of rate-independent phase-field dam-
age models. This type of models is characterized by (incrementally defined) non-convex optimization
problems. This non-convexity, in turn, leads to a discontinuous evolution of crack propagation in
time. Different mathematical solution concepts have been proposed for such an evolution, cf. [2].
One mathematically sound concept is the adaptive time-discrete scheme proposed by Efendiev &
Mielke, cf. [3]. Within this talk, an efficient and robust finite element implementation of framework
[3]is outlined. A detailed analysis of the physics induced by the Efendiev & Mielke scheme is given.

This is a collaborative work together with S. Boddin and D. Knees from the University of Kassel.
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Phase-field modelling of fatigue fracture has been approached by many different models in recent
years. Yet due to the high number of load cycles involved, computational time remains one of the
main challenges, especially for fracture in ductile materials such as metals.

In this contribution, we revisit our efficient phase-field model for fatigue fracture [1] with a simplified
consideration of cyclic plasticity. We combined the phase-field method for brittle fracture with the
Local Strain Approach, a traditional fatigue concept from structural durability. It involves assumptions
for the stress-strain behaviour including local plasticity and the damaging effect of load cycles, based
on experimental material data.

Now, we improve the model by refining both the approximation of the stress-strain behaviour and
the evaluation of the damaging effect of the load cycles with a new damage parameter. In a second
step, we introduce a comprehensive phase-field model with elastic-plastic material law. This we use to
evaluate the two efficient models with the simplified integration of plasticity. The range of application
of the three models is discussed, compromising between accuracy and computational time.
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Due to its simplicity, the phase-field method is employed in many cases nowadays to solve fracture
problems. It handles the phenomena of crack initiation, branching and merging implicitly without
the necessity for further criteria or crack tracking algorithms. Applications to fatigue processes have
shown that the method is able to reproduce fatigue characteristics like Wohler-curves and the Paris-
law. For this purpose, not only the stiffness of the material depending on the phase-field, but also the
fracture toughness is degraded depending on the strain-history. However, besides these strengths,
rather fine discretisations of the finite element mesh are necessary to represent the phase-field (par-
ticularly its high gradients) and the corresponding displacement jump adequately. Using classical La-
grange shape functions for the phase-field, the representation of the crack geometry becomes mesh
dependent unless extremely fine meshes are employed.

To overcome these shortcomings, a combination of the phase-field method and the extended finite
element method (XFEM) has been proposed. Within this extended phase-field method (XPFM) cracks
can be represented with rather coarse meshes, independent of the element orientation. The major
advantage of the novel method is that the number of unknowns can be reduced without any loss in
accuracy, compared to the standard phase-field method. Especially with regard to fatigue simulations,
the numerical effort decreases significantly. The basic idea of the XPFM is to use a transformed phase-
field and an enriched displacement ansatz. The applied enrichment function directly depends on the
transformed phase-field and allows for capturing the discontinuity of the displacement field across
the crack represented only by the phase-field.

This contribution focuses on the treatment of fatigue fracture processes with the XPFM for the two-
dimensional case. Special attention is drawn to some numerical issues, primarily to a non-standard,
error-controlled quadrature scheme and to the control of convergence of the coupled staggered it-
eration and enrichment scheme update loop. Numerical examples of characteristic fatigue fracture
problems are presented and compared to the solution within the standard phase-field approach.
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Phase field descriptions for mechanical systems induce a finite, diffuse interface width that is often
assumed or desired to be negligible [1,2,3]. On the one hand, the sharp-interface limit denotes the
idealized reference for many applications, e.g., for crack propagation or phase transformations. On
the other hand, however, the practical implementation yet requires to control a minimum width to
be resolved by the numerical discretization. Properties such as Gamma convergence are hence often
used as one test of suitable interfacial energies. Other properties such as derived stresses or final
crack paths are often neglected, though, when checking for the convergence behavior of the phase
field width - for instance, a possible interference between the interface width and the path of a freely
evolving crack.

The present study examines the effect of the finite interface width on the physical behavior in the con-
text of quasi-brittle damage evolution. It will be discussed by the examples of pre-damaged states as
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well as freely evolving cracks. Particular attention is paid to the interaction of damage with geometric
features. Limitations are identified in the form of interference with the physical response. While some
studies employ the finite interface width of phase field descriptions solely for numerical regularization
[1,3], others indicate finite interface widths to be a relevant origin for more complex physical behavior
on smaller scales [4,5]. Variants of the phase field formulation are tested and discussed with respect
to numerical practicability and their desired or undesired effects on the example simulations.
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Calving describes the break-off of icebergs from tidewater glaciers and ice shelves. It is a highly com-
plex but poorly understood process in ice sheet dynamics and a physically based calving law has not
yet been found. To obtain such a calving law the material behavior of polycrystalline ice needs to be
considered as well as a fracture criterion.

Significant for glacier ice is its short-term elastic and long-term viscous behaviour, characterizing it
as a viscoelastic material of Maxwell type. The viscous properties of ice can be described as a non-
Newtonian fluid, known as Glen's flow law, leading to a stress-dependent viscosity. In addition, Glen's
flow law also contains a rate factor that depends on the ice temperature, which can vary strongly over
the ice thickness.

A well-established numerical approach to model fracture is the phase field method, which is based
on a variational formulation of Griffith's theory. The state of the material, whether it is intact or bro-
ken, is represented using an additional continuous scalar field. This leads to a smeared-out crack
representation but avoids the explicit modeling of crack faces and costly remeshing.

The phase field method for fracture is utilized in this contribution to simulate crack initiation and
propagation in an ice shelf to study the effect of Glen's flow law on the fracture process. To describe
the large deformations that occur due to the long-time viscous flow correctly, a nonlinear material
description for viscoelasticity is used.

Simulations are conducted for a typically calving front geometry, where cracks are initiated by pin-
ning points describing small areas where the normally floating ice shelf is grounded. We compare a
finite viscoelastic Maxwell material with constant viscosity and a rate-dependent viscosity based on
isothermal and parabolic temperature profiles to determine the impact of Glen’s flow law.
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During the last years, the phase-field method for fracture has gained a lot of attention. It has become
the most frequently used method for the simulation of quasi-static and dynamic fracture processes
for brittle and ductile materials. Its biggest advantages are the simplicity of the implementation and
the fact that it can capture crack propagation, branching, coalescence and initiation without the evalu-
ation of additional criteria in a post-processing step. Another advantage compared to the very efficient
XFEM/GFEM technique is that additional crack tracking algorithms and additional implicit or explicit
representations of the crack geometry are not required. Despite its great success, the classical phase-
field method has one severe disadvantage if standard Lagrange finite elements are employed. Due
to the necessity of very fine meshes in the vicinity of an existing crack and its front, the computational
effort is very high, which is amplified by the highly nonlinear behaviour even for the simulation of lin-
ear elastic fracture mechanics processes. For 3D simulations, in general high performance computing
clusters are required. This makes the method rather unattractive for industrial applications.
Recently, an enriched/extended phase-field approach to fracture (XPFM) has been proposed [1], which
combines the advantages of the XFEM/GFEM and those of the classical phase-field method and avoids
this disadvantage. Within the XPFM, for the phase-field a transformed ansatz is used which resembles
the analytical solution for a 1D phase-field problem. This transformed ansatz allows for significantly
coarser meshes without increasing the number of degrees of freedom for each node. It is employed
only in elements within which the phase-field exceeds a certain threshold. In all other elements a
classical second order Lagrange ansatz function is employed. The transformed ansatz also allows for
the reproduction of the crack within elements independent of the element orientation which is a pre-
requisite for the accurate representation of the crack also within a coarse mesh. In this presentation,
the latest developments concerning the transformed phase-field ansatz are shown and properties
are discussed. In the subsequent presentation (part 2) an improved variant of the displacement field
enrichment is introduced and explained in detail.

[1] Loehnert, S.; Krager, C.; Klempt, V.; Munk, L.: An enriched phase-field method for the efficient
simulation of fracture processes. Computational Mechanics, vol. 71(5), pp. 1015-1039 (2023)

The extended phase-field method (XPFM) combines the phase-field method for fracture with concepts
from the extended/generalized finite element method. The concept aims to significantly reduce com-
putational effort compared to the standard phase-field method. The advantages of not having to
explicitly track the crack geometry and evaluate additional crack propagation criteria are retained.
In the preceding presentation (part 1), the transformed phase-field ansatz of the approach is dis-
cussed in detail. Beyond that, to be able to reproduce the high displacement gradients across the
crack within the element, an enrichment of the displacement field is required. In the currently pub-
lished methodology [1], to achieve this, the determination of a directional derivative perpendicular to
the crack path was required. This direction was defined by the eigenvectors of the largest eigenval-
ues of a smooth projected strain field. Furthermore, to ensure CO-continuity across element edges
within the enrichment function, the aforementioned derivative was smoothed out by employing a
least-squares-fit. To prevent a relocation of the crack due to the projection procedure, the crack po-
sition was constrained at points, where the crack intersects the element edges.

Here, the approach is adjusted to avert the requirement for calculating these intersection points and
the derivation direction. This enables more general applications and the extension to three dimen-
sions. The main idea is to solve an inexpensive phase-field dependent Laplacian problem for each
geometric direction on the domain of the reference element. The respective solution is a scalar field,
which could be considered as modified, phase-field-dependent reference element coordinates which
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are utilized in the enriched ansatz function for the displacement field. The advantage of a reference
element-wise subproblem is that the mesh is identical for each element and the assembled global
stiffness matrix and residual vector of each subproblem is known a priori. Additional effort solely lies
in the correct inserting of phase-field values and the solving of the equation system for each enriched
element.

In this presentation, the algorithmic procedure of the enrichment function calculation is shown and
the enrichment and blending scheme is introduced. Furthermore, the application of the method to
common academic examples for simulating fracture is shown.

[1] Loehnert, S.; Krager, C.; Klempt, V.; Munk, L.: An enriched phase-field method for the efficient
simulation of fracture processes. Computational Mechanics, vol. 71(5), pp. 1015-1039 (2023)

Cohesive zone models are capable to model a large spectrum of problems in non-linear fracture
mechanics. They are characterized by an interface energy depending on the displacement jump, e.g.,
the opening of the interface. This results in tractions across the not fully opened interface, i.e., so-
called traction-separation-law.

Several phase field approaches to cohesive fracture have been published over the last decade. The
approach by Conti et al. [1] and Freddi and lurlano [2] is characterized by a rigorous I'-Convergence
proof. The approach was recently enhanced by Lammen et al. [3]. Within the talk, the main enhance-
ments of [3] are discussed including a finite strain setting, the properties of the cohesive energy as well
as the Microcrack-Closure-Reopening-effect. The focus, however, is on the incorporation of certain
shapes of the traction-separation-laws within this framework, e.g., linear or exponenential softening.

[11 S. Conti and M. Focardi and F. lurlano, Phase field approximation of cohesive fracture models,
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ture, Journal of the Mechanics and Physics of Solids 178 (2023) 105349.
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The Material Point Method (MPM) offers an alternative simulation approach, e.g., to the well-known
Finite-Element-Method. Within this method, so-called material points are used to discretize the body
while a compuational background grid is employed to solve the equations of interest, see [1]. The pro-
cess of a MPM simulation within one time step can be divided into three steps, see also [2]. First, the
quantities of the material points are mapped onto the grid nodes of the computational background
grid, on which the degrees of freedom are then solved. With this in hand, the solution is mapped
back to each material point individually. After each time step, the grid is reset as it does not carry any
persistent information, enabling the material points to move independently of the background grid.
As a result, mesh distortion in the context of huge deformations as in e.g. FEM simulations is com-
pletely avoided. This contribution presents simulations of metal cutting processes in both vertical and
horizontal direction using three-dimensional models. The simulations incorporate the Johnson-Cook
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material law, see [3], which accounts for plastic strain rates and the heat generated from plastic defor-
mation during the cutting process. To achieve smoother solutions, the use of the grid-shift technique
is suggested as introduced in [4].
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Ship collisions remain a significant contributor to accidents, leading to severe environmental reper-
cussions such as oil spills from tanker vessels. Enhancing the crashworthiness of ship structural de-
sign is crucial in mitigating these risks. One promising strategy involves incorporating granular ma-
terial into the double hull structure, leveraging particle breakage to absorb kinetic energy and shift
the load from the outer to the inner hull [1]. To optimize kinetic energy absorption and evaluate their
effectiveness as crash absorbers, particles can be coated with environmentally friendly materials [2].
However, the mechanical behavior is contingent on the specific coating material, posing a challenge
in establishing a numerical simulation model.

This study employs an open-source Discrete Element Method (DEM) code, MUSEN [3], to numerically
model coated particles. This approach can be expanded using the Bonded Particle Method (BPM)
to simulate particle breakage by solid bridges [4]. Given that the model involves both particles and
bonds, the complexity of parameters increases, along with computational time. Consequently, a ro-
bust methodology is essential to characterize mechanical behavior irrespective of the coating material
type, while also minimizing simulation time. An optimised DEM model is compared with experimental
results from multi-particle compression tests to assess its capability in describing mechanical behav-
ior at the multi-particle scale. Additionally, Finite Element Method (FEM) simulations are compared
with DEM to delineate differences between the two approaches. The findings from these simulations
are presented in this contribution.
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The simulation of crack patterns, crack velocities, and dissipated energies is a challenging task. Peri-
dynamics has been proven to be a powerful tool addressing all these problems, including crack prop-
agation, crack branching, its velocity and delamination, etc. It is a non-local theory where material
points interact with points (called bonds) within a continuous neighborhood in a specific range, called
horizon. Damages are considered in a constitutive model by allowing bonds to break when they are
reach a predefined limit. Thus, Peridynamics is capable of accurate dynamic fracture analysis. The
theory also allows the capture of damage on different scales, for instance, microbranching phenom-
ena.

Typically, for complex problems Peridynamics is solved numerically. This numerical approximation is
based on material point interactions. These implementations require a high spatial resolution for ad-
equate representation of the damaged material behavior, which is related to the high computational
costs. Additionally, because of the non-local nature of Peridynamics there are difficulties in applying
the classical local initial and boundary conditions. This leads to the idea of coupling relatively expen-
sive Peridynamics with a finite element method to reduce the computational efforts and also try to
solve the boundary condition problem. If the whole domain can be divided into two subdomains, the
area where the fracture is expected should be modeled with the Peridynamics and the rest - with
finite elements. Because, of the high resolution needed to describe cracks, the problems occurring in
the undamaged region won't matter.

Some coupled concepts were already investigated in previous works in a contest of damage-free dy-
namic problems with high-frequency excitement, and reflected waves were detected as a reason for
the different wave dispersion parameters of both theories. The present work proposes an investiga-
tion of the influence of wave propagations on the fracture process, as well as on crack patterns and
their velocities. The strategy is implemented in 2D, and the calibration of model parameters is also
provided.

Peridynamics describes the material in a nonlocal form and is well suited for dynamic fracture simu-
lations. However, one significant effect regarding dynamic fracture is the correct handling of elastic
deformation, like the pressure and tension waves inside a body, due to dynamic boundary conditions
like an impact or impulse. Many peridynamic material formulations have been developed, and each
has different advantages and challenges. The bond-based and continuum-kinematics-based formu-
lations can handle wave propagation correctly but suffer from the surface effect. The non-ordinary
state-based correspondence formulation does not suffer from the surface effect and models wave
propagation with perfect accuracy. However, the correspondence models exhibit instabilities due to
zero-energy modes and need stabilization, especially when dealing with cracks. The bond-associated
non-ordinary state-based model emerges as a promising formulation that does not need stabilization.
We demonstrate the differences between these formulations using wave propagation and dynamic
fracture examples and compare various numerical results to analytical solutions.

Physics-based machine learning leverages the strengths of both physics-based numerical simulation
and data-driven approaches. By combining the flexibility and efficiency of state-of-the-art ML such
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as deep learning with the rigor of classical continuum mechanical and thermodynamical models and
numerical methods, accurate and fast predictions can be obtained in a reliable and robust manner.
This hybrid approach opens up great potential for solving the current challenges in computational
solid mechanics.

The current work introduces feedforward neural networks that enforce physics in a strong form to
tackle computational fracture mechanics problems. Our proposed model undergoes training with
various load sequences and is then evaluated for its capacity in both interpolation and extrapolation.
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The finite cell method (FCM) is one among different immersed domain methods. In contrast to stan-
dard Finite Element Methods the discretization does not need to conform to the boundary. Typically,
a Cartesian mesh is generated and the domain boundaries are considered during the set up of the el-
ement/cell matrices. Therefore, the FCM is especially well suited for complex geometries such as, for
example, foams where the geometry stems from CT-scans. Cells that are cut by the domain boundary
are typically prone to large distortions and have negative impact on the condition of the global system
matrix. This can be problematic, especially for finite strain analysis because the incremental/iterative
solution procedure may not converge after a certain deformation state due to mesh distortions. To
heal the largely distorted cells, in previous publications [1,2] remeshing has been applied.

To this end only triangulated surfaces were considered in the remeshing process so far. In the present
study we examine the latest developments in the remeshing procedure to extend the applicability of
other geometry descriptions, such as voxel models or level set functions.

References:

[1] Garhuom, W., Hubrich, S., Radtke, L., Duster, A.: A remeshing strategy for large deforma-
tions in the finite cell method. Computers & Mathematics with Applications 80, 2379-2398 (2020)
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[2] Garhuom, W., Hubrich, S., Radtke, L., DUster, A.: A remeshing approach for the finite cell method
applied to problems with large deformations. Proceedings in Applied Mathematics and Mechanics
21,202100047 (2021) https://doi.org/10.1002/pamm.202100047

Numerical simulation of complex geometries can be an expensive and time-consuming undertak-
ing, in particular due to the lengthy preparation of geometry for meshing and the meshing process
[1]. This problem becomes more apparent in cases of large deformation problems, where interme-
diate solution steps are necessary to achieve convergence. Various techniques were suggested to
tackle this problem, including extended finite element, meshless, Fourier transform and immersed
boundary methods. Immersed boundary methods [2] rely on embedding the physical domain into
a Cartesian grid of finite elements and resolving the geometry only by adaptive numerical integra-
tion schemes. However, the accuracy, robustness, and efficiency of immersed or cut cell approaches
depends crucially on the integration technique applied on cut cells.

In this work, we utilize an innovative algorithm for boundary-conformal quadrature that relies on a
high-order reparameterization of trimmed elements [3] to address elasticity problems. We accom-
plish this using spline-based immersed isogeometric analysis, which eliminates the need for body con-
formal finite element mesh. The Gauss points on trimmed elements are obtained through a NURBS
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reparameterization of the physical subdomains of the Cartesian grid to ensure precision integration
with minimal quadrature points. This guarantees precise integration with minimal quadrature points.
The 2D plate with hole problem serves as a benchmark problem for comparing the algorithm with
conformal isogeometric analysis and the finite cell method. The results demonstrate that the adopted
boundary conformal immersed Isogeometric analysis converges with optimal rates, thus demonstrat-
ing the efficiency and the precision of the method.
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Since the early beginnings of isogeometric analysis in 2005, the exact representation of the geometry
has been promoted as one of the main advantages. In more recent works, the high continuity enabled
by spline basis functions is identified as main reason for the higher accuracy of IGA computations in
comparison to standard finite element computations. In this contribution, we want to study the in-
fluence of the consideration of the exact geometry in detail for shell geometries with highly changing
curvature. We compare a state-of-the-art isogeometric Reissner-Mindlin shell formulation to a high-
order spectral finite shell element formulation. The geometry of the spectral shell elements is derived
from the exact NURBS geometry by placing the nodes exactly on the physical domain and using the
exact normal vectors at these nodes as nodal director vectors. Apart from this exact determination of
nodal values, standard Lagrange basis functions are used to interpolate the geometry, the unknowns
and the Jacobian. Since in spectral elements Gauss-Lobatto-Legendre quadrature is used, integration
points and nodal points coincide. Thus, the physical coordinates are exactin all integration points, but
all quantities based on derivatives of the shape functions, such as curvature and Jacobian, are approx-
imations. As a third option a recently published intermediate option is studied. There the geometry
including Jacobian is interpolated by the NURBS basis functions and thus exact, while the unknowns
are interpolated by SEM basis functions. In the studied standard shell benchmark examples, the
differences between all three considered formulations are very small. Here obviously, only the dif-
ference in the continuity between SEM and NURBS basis functions influences the obtained accuracy
related to number of elements or degrees of freedom. The consideration of the NURBS geometry
within the SEM elements slightly improves accuracy. However, if we study examples with arbitrarily
changing curvature, a different picture is revealed. Surprisingly, for strongly changing curvature, the
best results are obtained by the pure SEM formulation, which is not based on the exact geometry.
The numerical results clearly show that even for highly changing curvature the exact representation
of geometry is not important to obtain high precision results.

In modern applications of computer-aided design (CAD) for the analysis of shell structures, isogeomet-
ric analysis is a powerful tool that integrates both design and analysis. An exact geometry description
and a straightforward computation without loss of information are advantageous, especially for shell
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structures such as roofs, satellite hulls, or car bodies. In addition, the scaled boundary method pro-
vides a scale separation with a semi-analytical solution procedure to consider a three-dimensional
linear elastic constitutive law.

The presented approach deals with a scaled boundary solid shell formulation in the framework of
isogeometric analysis. The formulation utilizes a normal scaling strategy which scales the shell along
its normal vector at each point on the discretized bottom surface. This is fundamentally different
from the well-known radial scaling strategy, where each point on the problem domain is obtained
from a fixed scaling center. This results in a separation of the analysis into an in-plane direction and
a scaling (normal) direction. By introducing the scaling, a scaled boundary differential equation is
derived that is dependent on the scaling parameter only. Choosing a proper set of conditions, the
differential equation can be solved by a Padé expansion. While the in-plane direction is solved in a
weak sense, the thickness direction along the normal vector can be solved analytically resulting in a
semi-analytical procedure. The isogeometric description of the CAD structure inherently yields the
exact normal vector, its derivatives and a higher order continuity throughout the structure. Herein,
the focus is on the solution technique in the thickness direction and the challenges are addressed.
The power of the formulation is outlined in several numerical examples of static and dynamic analysis
and a comparison to shell formulations in literature is provided.

Over the last five to seven decades, in the context of the finite element method (FEM), geometric
and material locking problems have been tackled by various methodologies. For instance, reduced
integration, enhanced assumed strain method, assumed natural strain method, discrete strain gap
method, B-bar method, and some other mixed methods have grown popular in this regard. Even
though these methods work well to obtain locking-free finite elements, with growing diversification
of discretization techniques, their extensions are rather not straightforward. In other words, the de-
velopment of these unlocking methods has to be revisited while using, for example, isogeometric
analysis (IGA), collocation methods, meshless methods, or the virtual element method. With the mo-
tivation of arriving at an unlocking scheme that works directly, independent of the element shape,
polynomial order, and discretization scheme, Bieber et al. (2018) developed the mixed displacement
(MD)method, which can be treated as an equivalent of the discrete strain gap method rewritten within
a variational framework. In a sense, locking is avoided on a theoretical level before discretization. It
includes adding extra degrees of freedom satisfying a chosen kinematic law incorporated in a mixed
sense. Originally, the MD method was developed to address transverse shear locking in linear shear-
deformable beams and plates and membrane locking in non-linear Kirchhoff-Love shell elements.
Regardless of its straightforward implementation aspects, the MD method poses the challenge of
handling certain constraints that are to be imposed on the additional degrees of freedom. Further-
more, the kinematic law chosen to handle membrane locking in Kirchhoff-Love shells, which could
also be used for solid elements to manage in-plane shear locking, involves a second derivative, which
supposedly increases the continuity requirement between the elements.

In this work, an overview of the above-mentioned MD method to mitigate the locking characteristics
is provided. This is followed by a discussion of the extension of the MD method to geometrically lin-
ear and non-linear 2D and 3D solid elements. Moreover, recent investigations to lower the continuity
requirement to the one needed by the primal formulation will be discussed. Afterwards, a method-
ology to treat the additional constraints is commented on. Numerical examples demonstrating the
locking-free characteristics of the proposed methodology will be addressed as well. Here, the ex-
amples are examined in the context of FEM and IGA. The main focus will be on alleviating the shear
locking phenomenon in solid elements with the MD method.
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Itis well known that in Finite Element (FE) simulations, the selected mesh has a strong influence on the
quality of the results. Especially in the case of highly distorted meshes, large discrepancies between
the numerical and the analytical solution can be observed. This effect is also evident when simulating
axisymmetric problems, which is usually done using special FE formulations. In the present contri-
bution, it is investigated, for the linear elastic case, to what extent the Petrov-Galerkin FE method
provides a remedy for this mesh sensitive behavior.

In contrast to the Bubnov-Galerkin method, which is used for most FE formulations, the Petrov-
Galerkin method employs different ansatz spaces for the test and trial functions. More precisely,
so-called metric shape functions, which are constructed in the physical space, are used as an ansatz
for the trial functions, while the approximation of the test functions is still based on the isoparametric
concept.

In several works (cf. [1], [2], [3]), Petrov-Galerkin FE formulations have been proposed for the simu-
lation of linear elastic solids. Numerical investigations show that these elements have advantageous
properties when simulations are performed with distorted meshes. In this contribution, itis analyzed
to what extent the proposed concepts can be transferred to FE formulations for axisymmetric solids.
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A digital simulation tool, which is real-time capable and nevertheless physically correct, is required
for the virtual safeguarding of vehicle cables, hoses or entire cable harnesses. For this purpose the
structural-mechanical model and its mathematical formulation are crucial. It has been shown that
geometrically exact rods are very suitable for such application cases. However, when the hoses are
preformed and subjected to internal pressure, deformation behavior occurs that cannot be easily
predicted using rod theory. Therefore, a finely resolved 3D continuum model is used to reproduce
the real behavior of a curved hose under internal pressure as accurate as possible. With such a model
all known effects like pressure dependent bending stiffness, radial expansion, axial shortening, cross-
sectional deformation, as well as a curvature dependent force, also known as the Bourdon-Effect,
could be simulated.

In this work, we focus on the Bourdon-Effect by simulating two simplified models. A full torus and
a quarter torus. For an inflated full torus, the Bourdon-Effect can be observed by the fact that the
radius of curvature increases in addition to the expansion of the cross-sectional radius. In the case of
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a quarter torus, which is a simple example of a curved hose, the Bourdon-Effect can be observed by
the tendency to straighten out under internal pressure. Furthermore it is detected for curved hoses,
that the non-constant distribution of the poloidal (hoop) stress over the cross-section leads to an
ovalisation behavior. In addition, the model of a quarter torus is extended to a more complex model
with straight hose sections at both ends.

Finally we discuss how far this contribution is already able to identify the deformation behavior of
preformed, pressurised hoses.

When it comes to studying the structural dynamic behavior, the violin proves to be a highly versatile
subject as it encompasses various effects within a single structure. Exploring this musical instrument
entails addressing uncertainties associated with natural materials, geometric nonlinearities, numer-
ous interfaces, and the radiation of sound. However, two of the primary components of the violin, the
top and the bottom plate, are delicate and lightweight structures that exhibit low frequency bending
modes. Consequently, identifying modal parameters using experimental modal analysis proves to be
quite difficult, particularly with regards to the support concepts employed, as they can significantly
impact the modal behavior of the structures. To shed light on this matter, our research involves con-
ducting experimental modal analyses on both the top and bottom plates. Various support structures,
such as soft foams and elastic bands, are utilized during the experiments and the results are com-
pared. The primary objective is to enhance our understanding of how different support conditions
impact the measurement outcomes. This knowledge will enable us to make accurate statements re-
garding experimental modal analysis of violin structures, which in turn will aid future investigations
aimed at optimizing the violin crafting process.

Isogeometric analysis (IGA) utilizes shape functions that are directly derived from the CAD model.
In contrast to the conventional Finite Element Method (FEM), which typically relies on Lagrange ba-
sis functions, IGA commonly employs Non-Uniform Rational B-Splines (NURBS) and other types of
splines. For structures subjected to static or dynamic loads, IGA ensures highly accurate computations
for a relatively low number of elements, as elevating the order of NURBS basis functions improves
the convergence rate.

However, this precision comes at the cost of having mass matrices with large bandwidths, leading
to an increased computational effort, especially in explicit dynamics, where a large number of time
steps is usually required. To tackle this efficiency issue, mass lumping techniques are commonly em-
ployed to obtain diagonal mass matrices, simplifying the inversion process to a reciprocal operation.
Although several lumping schemes have been derived in the literature, the row-sum technique is of-
ten favored. However, it has been primarily invented for standard FEM requirements. Unfortunately,
when higher polynomial orders are in use, these simplistic approaches deteriorate the attainable
convergence rates of IGA. Hence, developing a lumping scheme specifically tailored to higher order
spline-based IGA formulations becomes imperative for efficient explicit dynamic computations.

This study proposes the usage of approximate dual test functions (AD) for B-Spline and NURBS-based
IGA, while the shape functions remain unchanged. Implementing dual test functions, the Bubnov-
Galerkin formulation is transformed into a Petrov-Galerkin formulation, resulting in a non-symmetric
stiffness matrix and, as a consequence of duality, consistent diagonal mass matrix. The AD approach
approximates this behavior and leads to banded, but diagonally dominant mass matrices. Hence,
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additional row-sum lumping is applied to obtain diagonal mass matrices. The induced error is sig-
nificantly smaller compared to the accuracy loss experienced when applying mass lumping within a
conventional IGA formulation.

Implementing this approach into existing IGA codes is a seamless process, facilitated by the use of
a transformation operator. This operator serves as the link between the shape functions and their
respective dual functions, enabling the straightforward generation of dual matrices. Numerical exam-
ples demonstrate that the lumped AD scheme enables nearly equivalent efficiency to conventional
lumping techniques while simultaneously achieving an accuracy level that is similar to a consistent
IGA formulation.

Within isogeometric analysis, non-uniform rational B-splines (NURBS) are used as shape functions and
trial functions, in order to obtain highly accurate results, as these functions offer high inter-element
continuity and the ability to represent the geometry exactly during the analysis procedure.

Mixed formulations are employed in order to alleviate locking effects that occur both in standard fi-
nite element methods and within isogeometric analysis. Therefore, different fields of unknowns are
approximated independently. This also allows to adapt the interpolation orders separately, which
counteracts locking effects that are introduced due to non-matching interpolation orders in the shear
strain equation. As the higher number of parameters increases the computational effort, static con-
densation of the additionally introduced variables is desirable. Depending on the structure of the
system matrix, this can be computationally expensive. In NURBS-based isogeometric analysis, this
has to be performed on patch level, if the continuity of the relevant basis functions is higher than C°.
In order to decrease the costs for the inversion of the relevant submatrix to a minimum, lumping it
into a diagonal matrix could be considered. To reduce the error introduced thereby, approximate
dual basis functions can be selected for the test functions corresponding to these parameters. This
approach can be especially efficient in the scope of nonlinear analysis, where iterative solution meth-
ods such as the Newton-Raphson procedure require an inversion of the system matrix in every step.

In this contribution, the potential of approximate dual basis functions towards efficient mixed plate
formulations is studied within an isogeometric framework. Therefore, a mixed plate formulation
with deformations and shear forces as independent fields is derived and the interpolation orders
are adapted accordingly, in order to alleviate occurring locking effects. Using approximate dual basis
functions for the interpolation of the shear parameters enables an efficient static condensation of
these parameters. The benefits of this proposed procedure are studied for a benchmark problem by
comparing the accuracy of results and the computational effort to those of a standard isogeometric
plate formulation.

Weak interface models are a potent tool to capture both deformations and stresses and energy re-
lease rates for adhesives or other weak layers between stiffer joints. While the energy release rate
for both mode | and Il is rendered well, a fast and efficient model, capturing mode Ill loading of the
weak layer is lacking. The present study addresses this research gap by bringing forward a closed
form analytical model for out-of-plane bended weak interface specimen.

The classical approach of weak interface models as outline by Volkersen [1] and Goland and Reissner
[2] is not applicable in case of loading the specimen with out-of-plane bending. Tackling these dif-
ficulties, the present approach uses the principle of minimum potential energy in combination with
the calculus of variations to derive the governing equations for an arbitrarily loaded weak interface
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specimen. This model renders stresses and displacements in a very good agreement with numerical
reference solutions and is highly efficient and reduces the numerical costs for parameter studies and
the evaluation of experiments. This enables one, to measure the mode Ill energy release rate from a
J-integral based evaluation of this physical quantity. Thus, this model allows a fast determination of
the mode lll fracture toughness from out-of-plane loaded double cantilever beam tests for adhesives
or from rotated propagation saw tests for faceted and porous weak layers in stratified snowpacks.

[1] Volkersen, O. Die Nietkraftverteilung in Zugbeanspruchten Nietverbindungen mit konstanten
Laschenquerschnitten, Luftfahrtforschung, 15:41-47, 1938

[2] Goland, M.; Reissner E. The stresses in cemented joints. Jounral of Applied Mechanics, 11(1):A17-
A27,1944
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Architected materials, like lattice structures composed of beams, have attracted increasing interest
due to their unique properties. For instance, auxetic materials, which exhibit a negative Poisson’s
ratio, offer potential advantages for impact protection, including increased indentation resistance,
fracture toughness, and energy adsorption. These properties appear promising in the search for
lighter materials for impact protection. In literature, numerous architectures have been proposed
to achieve auxetic properties, however with limited insight into nonlinear effects. Efficient numerical
models are required to capture geometric and material nonlinearities and to explore the behavior of
different architectures.

Nonlinear Timoshenko beams can be used to model lattice materials. These beams commonly ac-
count only for linear material behavior. Recently Herrnbock et al. [1,2] have developed a framework
to determine the yield surface and hardening tensor in the full six-dimensional cross-sectional force
and moment space. This extension to include plasticity in the modelling of beams allows the efficient
simulation of elastoplastic lattice structures under large deformation in impact scenarios. In their
framework, they describe the scaling of the yield surface in relation to the macroscopic geometric
size and the scaling of the hardening tensor in relation to the microscopic hardening properties. For
the study of different lattice architectures under finite deformation, the scaling of the hardening ten-
sor with respect to the macroscopic geometric size is of further interest and has not been discussed
so far.

The objective of this research is to examine macroscopic geometrical scaling effects of the hardening
tensor in the full six-dimensional cross-sectional force and moment space. A numerical framework
is established for conducting elastic analysis of single non-linear Timoshenko beams and multi-beam
structures. The framework is then extended to include the yield surface of Herrnbéck et al. [1] for
ideal plasticity. Careful consideration is given to meshing of the beams and to load-stepping in rela-
tion to the explicit return mapping scheme. Kinematic hardening, as described by Herrnbdck et al.
[2], is subsequently added to the analyses. The effects of geometric scale on the hardening tensor
are explained and a method to adapt the hardening tensor in order to account for scale effects is pre-
sented. The investigations are conducted on both single cantilever beams and lattice architectures
for auxetic metamaterials.

[11 Herrnbdck et al., Comput Mech. 67 (2021), pp. 723-742.
[2] Herrnbdck et al., Comput Mech. 71 (2022), pp. 1-24.
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The contribution is concerned with a numerical method to model growth for naturally grown struc-
tures like plants or trees. In the last decade, building botany has evolved as a new discipline of living
construction design in modern architecture [1]. Therefore, trees are lead in the right shape to join
as a load-bearing structure. The structural system consists of curved, slender, and naturally grown
geometries interconnecting with conventional structural parts. The individual structural elements
consist of thin, curved branches. For structural analysis, geometric features such as curvature or bi-
furcations exhibit unique static capabilities. It is crucial to transfer these geometries into the calcula-
tion model accurately. The structure can be accurately depicted through three-dimensional scanning
techniques, such as 3D laser scanning. A fundamental model as a point cloud via surface data acqui-
sition is created in this process. From the point cloud data, a NURBS model can be extracted. The
model exists as a 2D surface within a 3D space. Using scaled boundary isogeometric analysis (SBIGA)
[2,3] approaches, surface NURBS models can be directly applied for structural analysis. When conven-
tional SBIGA is used for slender structures, obtuse-angled polyhedral patches can occur, leading to
numerical condition problems. Therefore, a novel generalised scaled boundary isogeometric analysis
(GSBIGA) approach is introduced. This new method employs a scaling centre line instead of a scaling
centre point. For a description of the leading process, a growth simulation is done.

The present approach is based on [4] and applied to wooden growth. The deformation gradient is
split multiplicatively into an elastic and a growth part. Therefore, an elastic deformation-free interme-
diate configuration is considered. The formulation for modelling volumetric growth is located on the
kinematic level. Specific basic growth mechanisms apply to tissues and wood, such as shape adap-
tion and remodelling. Therefore, a formulation for modelling volumetric growth is combined with the
novel GSBIGA approach. This allows the modelling of the growth of slender geometries, such as living
structures or tissues, using image-based data.

[1] F. Ludwig et al. Living systems: Designing growth in baubotanik. Architectural Design, 2012.

[2] M. Chasapi et al. Isogeometric analysis of 3D solids in boundary representation for problems
in nonlinear solid mechanics and structural dynamics. [JNME, 2021.

[3] L. Chen et al. A NURBS based Galerkin approach for the analysis of solids in boundary
representation. CMAME,2016

[4] G. Himpel et al. Computational modelling of isotropic multiplicative growth. CMES,2005.

A machine learning based methodology for modeling and calibration of hyperelastic beams subjected
to large strains and large deformation is presented. The approach exploits the high-dimensional
interpolation capabilities of neural networks and captures the nonlinear material response directly
through strain and stress measures making numerical integration over the cross-section obsolete.
Building on prior physical knowledge, the model is enhanced with thermodynamic consistency, stress
and energy normalization, as well as symmetry for beams where the material distribution in the
cross-section is point symmetric to the center of mass. An extension is presented, which enables
parameterization with the radius of the cross-section. Calibration and testing data was generated
with an implementation of the geometrically exact beam model and by solving the cross-sectional
warping problem with the finite element method. Strain measures were sampled using a concen-
tric sampling strategy, which ensures physical admissibility and sensibility of every data point. The
physics-enhanced model achieves excellent accuracy on univariate and mixed load paths with strain
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amplitudes smaller 0.5 and good accuracy for even larger strains. The radius-parameterized model
enables good approximations for circular beams with radius to length ratios greater 0.04.
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For slender structures such as cables and hoses, the theory of geometrically exact Cosserat rods
provides a suitable framework for an efficient modelling and simulation [1]. Often, their bending
behavior is characterized by a linear elastic constitutive law. This is sufficient for many cases with
simple cable structures, however, for more complex cables e.g. a high-voltage cable, a linear elastic
model for bending deformations might not cover the real behavior. In general, nonlinear as well
as inelastic effects occur. Here, we only consider nonlinear elastic bending behavior, incorporating
inelastic deformations by considering pre-curvature.

In our recent work [2], we propose an iterative method for the forward simulation of nonlinear elastic
behavior. In each iteration, the algorithmic bending stiffness constants are updated according to a
given bending stiffness characteristic, and the static equilibrium is calculated by energy minimization.
The iteration is repeated until the convergence of the cable state is achieved. To identify the bending
stiffness characteristic from measured values of real cables, we formulate the corresponding inverse
problem.

Recently, we enhanced the inverse problem such that not only the bending stiffness characteristic is
determined but also the specimen’s pre-curvature, which might vary along the rod. We validate this
approach with numeric examples and apply it to experimental data.

[11). Linn, T. Hermansson, F. Andersson, and F. Schneider. Kinetic aspects of discrete Cosserat rods
based on the difference geometry of framed curves. In: M. Valasek, et al. (eds) Proceedings of the
ECCOMAS Thematic Conference on Multibody Dynamics, 163-176. Prague, Czech Republic, 2017.

[2] T. Zhao, F. Schneider-Jung, J. Linn and R. Mdlller. Simulating nonlinear elastic behaviour of cables
using an iterative method. In ECCOMAS Congress 2022-8th European Congress on Computational
Methods in Applied Sciences and Engineering, 2022.

The root of integrated motion measurement (IMM) is integrated navigation with inertial sensors com-
bined with, e.g., a satellite navigation receiver. Accordingly, IMM makes also use of the specific ad-
vantages of complementary sensors and blends them in a filter algorithm. To meet requirements in
advanced motion measurements for structural health monitoring or for structural control purposes,
the approach of a single rigid body like in classical navigation no longer holds for IMM. As a solu-
tion, additional degrees of freedom (DOFs) are introduced for the moving structure which represent
deformations and allow the navigated body to be treated as a flexible structure.

To cover a variety of flexible deformation shapes, a sufficient number of distributed inertial sensors
is required. To restrict accumulating errors of these sensors, an aiding by additional structural mea-
surements is necessary. The signals of the inertial sensors and the aiding measurements are fused
by an extended Kalman filter (EKF) to obtain an optimal estimation of the usual navigation states,
extended by the deformation variables.
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This contribution presents the preparation of the experimental validation of an IMM system for a
flexible structure, which represents an idealization of a wing or rotor blade by a movable beam. For
that, the mechanical and electrical setup of a test rig is described. Furthermore, the simulation of
the test configuration is discussed, i.e. the model of a test beam with a variety of distributed sensors
for generating artificial measurements as test reference. Finally, for an optimal sensor placement,
the two methods of effective independence and maximization of modal energy are compared for
different amounts of additional flexible DOFs.

A mechanical model and a corresponding finite element method (FEM) for the simultaneous solution
of infinitely many curved, linear Timoshenko beams which are embedded in a two-dimensional back-
ground domain are presented. Classically, one geometry is defined explicitly by curvilinear coordi-
nates. In the proposed model, however, the beam’s centre axes are implied by all level sets of a scalar
function in a bulk domain, thus the geometry description is implicit. The coordinate-free formulation
of the governing equations is achieved using the Tangential Differential Calculus and is, therefore,
independent of curvilinear coordinates. Similar models forone single structure are formulated for
curved beams in three-dimensions in [1], for Reissner-Mindlin shells in [2], and for non-linear ropes
and membranes in [3]. For the numerical analysis, the two-dimensional bulk domain is discretized by
higher-order elements for the simultaneous solution of all beams in the bulk domain. The endpoints
of the beams coincide with the boundary of the bulk domain, hence, no cut elements occur and (es-
sential) boundary conditions can be enforced strongly. This approach is a significant extension of
the method for ropes and membranes proposed by the authors in [4] to structures with bending ac-
tions, i.e., the curved Timoshenko beams. Higher-order convergence studies of numerical examples,
based on the residual errors in the force and moment equilibrium, ensure the validity of this method
and confirm optimal convergence rates. To further verify the proposed method, the stored elastic
energy integrated over all beams is compared to results obtained by the classical FEM in successive
simulations for individual level sets.
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In the past decade non-local structural mechanics theories, e.g. theories of beams, have become in-
creasingly important due to applications in micro- and nanometer scale components, composites with
high contrast in properties and laminates with extremely thin layers. A class of weakly nonlocal beam
theories is developed in the literature by including higher order deformation gradients as arguments
of the strain energy density. The aim of this presentation is to discuss a family of beam theories by
introducing long-range force and moment interactions as well as conjugate deformation measures.
Starting from the classical concept of the deformable line balance equations for the linear and the
angular momentum are formulated. The cross sections of the deformable line are assumed to be-
have like rigid bodies, i.e. translations and rotations degrees of freedom are considered. Applying
the principle of virtual work, as well as concepts of absorbed and supplied work, integral deformation
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measures, constitutive equations and boundary conditions are introduced. With special constitutive
assumptions for the force and moment vectors a peridynamic theory for elastic beams is developed.
For several boundary conditions closed form analytical solutions to peridynamic equations of motion
are derived providing the deflection as well as internal force and moment densities as functions of
the beam coordinate and time. As the peridynamic horizon size approaches zero the results converge
to those of the classical first order shear deformation beam theory.

Stable equilibrium configurations of elastic Cosserat rods can be computed by minimizing their elastic
energy. In our contribution, we outline a variational procedure that provides stable solutions of qua-
sistatic sequential plane deformations of Cosserat rods possessing inelastic constitutive properties in
an analogous manner.

As a concrete example, we demonstrate our approach with a Cosserat rod model, where the constitu-
tive law yields the bending moment as a rate independent functional of the current bending curvature
and its history in terms of a Prandtl-Ishlinskii (PI) hysteresis operator. Besides outlining the theoretical
approach for both the continuum and the discrete rod model, we show some illustrative numerical
examples of plane bending with the resulting hysteretic effects.

We also indicate how the model ingredients of the Pl hysteresis operator can be identified from results
of cyclic plane bending experiments, with composite cables as a concrete application example.
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Lattice microstructures can be produced quickly using additive manufacturing because the fast ad-
vancement of 3D printing technology and the associated high print resolutions make it possible to
produce structures of any scale. For example, these structures are attractive in many areas to save
weight due to their excellent stiffness-to-weight ratio. Due to the elastic and plastic deformation
of the lattices under load, lattice structures also have excellent energy absorption properties. The
energy-absorbing properties of the structure depend on various factors such as the choice of ma-
terial, printing process, and layout. The absorption properties of such structures are of particular
interest, especially in the case of impact loads.

In this contribution, we present an experimental investigation of energy-damping lattices, especially
the octet structure. The test specimens are created using a 3D printer that works according to the
stereolithography process with up to 35 pm resolutions. Different volume fractions of the structure
are examined for their energy-absorbing properties. To this end, the specimens are examined using
the split Hopkinson pressure bar test to apply an impact load. Conclusions can be derived about the
energy absorption of the specimen from the strain pulses measured in the system.
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In the search for innovative solutions for lightweight materials with high absorption capacity, this
research specifically investigates the hyperelastic behaviour of auxetic flexible structures. Auxetic
structures, which are characterised by a negative Poisson’s ratio, offer high energy absorption and
low weight, making them particularly suitable for lightweight applications such as aerospace. This
study, which combines experimental and numerical approaches, provides insights into the mechani-
cal behaviour of flexible, additively manufactured auxetic structures to improve energy absorption.

In the experimental phase, the strains and their derivatives in flexible, planar structures are accurately
measured using a digital image correlation (DIC) system during tensile tests. The analysis focuses on
how the dynamic Poisson’s ratio is affected during the test. The numerical aspect uses a finite element
simulation with the hyperelastic Mooney-Rivlin material model to characterise these structures at
the macro level. The comparison between experimental and simulation results shows a coherent
correlation, which proves their reliability. Based on this simulation, the strains are compared with the
experimental results for validation and the stresses and absorbed energy are calculated.

Based on this, 3D structures are analysed. In an experimental study, flexible 3D-printed samples of
thin-walled tubes surrounded by an auxetic shell are used for compression tests. The results show
that the inclusion of auxetic structures leads to higher energy absorption compared to cylindrical
walls of the same mass.

Metal matrix composite foams (MMSF) are versatile lightweight materials with exceptional proper-
ties that offer a promising solution for addressing climate change, particularly in reducing carbon
emissions in transportation, and find relevance in various industries due to their remarkable energy
absorption capabilities. However, the relatively high cost associated with MMSF fabrication methods
and additive particles presents a significant challenge, limiting their widespread development and
application.

This contribution addresses this challenge by proposing the use of cost-effective porous particles,
such as perlite, Lightweight Expanded Clay Aggregate (LECA), and pumice, with properties resembling
hollow shells. Despite their abundant availability, there is a surprising lack of research on these afford-
able and lightweight particles. To bridge this gap, the current work focuses on fabricating lightweight
syntactic foam structures using the vacuum casting method and conducting both numerical and ex-
perimental analyses of their mechanical properties. Finite Element Method (FEM) is used for microme-
chanical analysis to comprehensively evaluate their mechanical properties. The computational model
results are compared with experimental data, obtained through precision manufacturing of MMSF
samples via a vacuum casting process, followed by quasi-static pressure tests.

In the study, lightweight aggregates (expanded perlite, LECA, and pumice) are investigated as fillers to
produce metal matrix syntactic foams with low density (1.09-2.05 g/cm?) through the vacuum casting
method. These commercial materials with porous structures are available at low cost. No unwanted
penetration or chemical reactions between the aggregate particles and the aluminum 2024 matrix
are observed. The resulting syntactic foam samples exhibit an overall porosity of 62.52%, surpassing
previous syntactic foams. Uniaxial compressive tests under quasi-static conditions revealed promis-
ing mechanical properties for Perlite/Al2024, LECA/AI2024, and Pumice/Al2024 combined foams. The
average plateau stress is 18.36, 25.10, and 40.43 MPa, respectively, with corresponding densification
strains of 65%, 69%, and 60%. These structures proved to be excellent energy absorbers, demon-
strating high energy absorption efficiency with averages of 66%, 70.50%, and 79%.
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The comprehensive investigation of MMSFs presented in this study contributes to the evolution of
sustainable and high-performance materials, paving the way for enhanced efficiency, safety, and en-
vironmental responsibility in various industries.

Lattice materials offer great potentials in engineering applications as their internal architecture sig-
nificantly influences their effective mechanical response. With progressing additive manufacturing
techniques, lattice materials with man-tailored mechanical properties are easily manufactured. In
combination with superelastic parent materials, such as NiTi alloys, lattice materials allow for large
deformation states without reaching the yield limit of the parent material. The reversibility of the
deformations due to the phase-transformation of the parent material is of interest in any application
relying on re-usability or where the initial state must be restored.

An adequate prediction of the mechanical response of lattice materials requires models to properly
capture both the deformation mechanisms of the internal architecture and the material response of
the parent material. The available material models often represent an idealized form of superelastic
material behavior, from which the experimentally measured response of real materials often deviate.
The modeling of lattice materials by means of the Finite Element Method is often more efficient when
beam elements are used instead of continuum elements. For beam elements, uniaxial constitutive
material models are sufficient.

To give adequate predictions using beam-based models, a user defined material model is imple-
mented to account for the superelastic constitutive behavior of an additive manufactured material.
The uniaxial material model is based on a hypoelastic constitutive law using the UHYPEL user sub-
routine of ABAQUS 2023/Standard (Dassault Systémes Simulia Corp., Providence, Rl, USA). To facilitate
correct predictions of unloading/reloading loops at intermediate (transformation) strains, case dis-
tinction is utilized. A least squares fit is used to obtain a smooth function for representing the me-
chanical response of the parent material obtained by experimental tests. Additionally, a piecewise
linear function is fitted by hand. The intersection points of the piecewise linear functions are fur-
ther used as input for the standard superelastic model readily available only for continuum elements
in ABAQUS. To study the capabilities of the beam-based models, a comparison is made for various
lattices using the hypoelastic models developed for beam elements and the standard superelastic
model for continuum elements.

The results show that the beam-based models in combination with the hypoelastic material models
are suitable for describing the effective mechanical response of the additive manufactured lattice
materials. The numerical efficiency allows for the employment of the developments in a wide variety
of applications, including large scale lattice materials.
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Lattice structures are widely used nowadays because of their high strength-to-weight ratio. How-
ever, they are particularly sensitive to elastic buckling failure at low relative densities. A novel type
of lightweight and high-performance, collinear polymer lattice with the concept of stayed slender

126



columns will be presented, which is fabricated using extrusion-based additive manufacturing technol-
ogy [1]. The buckling and post-buckling behaviour of the stayed unit cells (UCs) and two-dimensional
lattices is investigated analytically and experimentally

The analytical study is performed reminiscent of [2] with a three degree of freedom system based on
the general theory of elastic stability [3]. The total potential energy is expressed by the strain energy
and the work done by load. The strain energy of the structures is described using the Rayleigh-Ritz
method, where the displacements are approximated by three generalised coordinates. Equilibrium
states are determined through solving a set of nonlinear algebraic equations within a Python-based
module 'pyfurc’ in which the stability of equilibrium is also evaluated [4]. Parametric studies of perfect
and imperfect systems are performed, including geometric parameters and material characteristics.

Compression tests are conducted, where the UCs and lattices are loaded under applied end-
shortening with a simple support to observe the buckling behaviour. The experimental results in-
dicate that the ultimate load of the UCs and lattices with stays increases significantly compared to
those without stays, which is achieved by adding minor weight.

The concept of stayed columns significantly improves the compressive strength and buckling be-
haviour of stayed lattices compared with conventional lattices. The combination of experiments and
simulations opens the door to optimizing design parameters in the future, promising more efficient
and functional lattice structures.

[1]1 Ou, Y., Kdllner, A., DOnitz, A., & Richter, T. E. (2023). Material extrusion additive manufacturing of
novel lightweight collinear stayed polymer lattices [Unpublished manuscript].

[2] Zschernack, C., Wadee, M. A., & Volimecke, C. (2016). Nonlinear buckling of fibre-reinforced unit
cells of lattice materials. Composite Structures, 136, 217-228.

[3] Thompson JMT, Hunt GW. A general theory of elastic stability. London: Wiley; 1973.
[4] Klunkean/pyfurc: Auto-07P made accessible through python. https://github.com/klunkean/pyfurc

In this work, an efficient and robust isogeometric three-dimensional solid-beam finite element is de-
veloped for large deformations and finite rotations with merely displacements as degrees of freedom.
The finite strain theory and hyperelastic constitutive models are considered and B-Spline and NURBS
are employed for the finite element discretization. Similar to finite elements based on Lagrange poly-
nomials, also NURBS-based formulations are affected by the non-physical phenomena of locking,
which constrains the field variables and negatively impacts the solution accuracy, and deteriorates
convergence behavior. To avoid this problem within the context of a Solid-Beam formulation, the
Assumed Natural Strain (ANS) method is applied to alleviate membrane and transversal shear lock-
ing and the Enhanced Assumed Strain (EAS) method against Poisson thickness locking. Furthermore,
the Mixed Integration Point (MIP) method is employed to make the formulation more efficient and
robust. The proposed novel isogeometric solid-beam element is tested on several single-patch and
multi-patch benchmark problems, and it is validated against classical continuum finite elements and
isoparametric solid-beam elements. The results show that the proposed formulation can alleviate the
locking effects and significantly improve the performance of the isogeometric solid-beam element.

The developed isogeometric solid-beam finite element [1] would be then coupled with Fick's second
law of diffusion to develop the isogeometric chemo-mechanics solid-beam element with concentra-
tion as additional degrees of freedom. Variation of Gibbs (chemical) and elastic free energy functions
would help to derive the chemical potential and the hyperelastic constitutive models which are in-
duced by the two-way coupling. With the developed element, efficient and accurate prediction of
lattice-based Li-ion battery electrodes can be achieved. The proposed solid-beam element inherits
both the merits of solid elements e.g., flexible boundary conditions and of the beam elements i.e.,
higher computational efficiency.
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The process combination of thermoforming thermoplastic fibre-reinforced sheets and injection
moulding of thermoplastic polymers enables the production of thermoplastic composites with proper
mechanical properties and geometrical complexity. However, the resulting mechanical properties of
the composite structure such as fibre orientation and strength depend largely on the local conditions
during the manufacturing process. In particular, the draping of the sheet and the temperature during
manufacturing have a significant influence. Furthermore, shrinkage and temperature-induced defor-
mations cause a deflection of the produced part. To compensate this deflection, process parameters
need to be optimized as well as the mould geometry needs to be adapted. Available numerical tools
are able to simulate the injection moulding process as well as the resulting deflection. However, the
desired optimisation task requires many queries and hence many evaluations of the numerical sim-
ulation, which is computationally expensive. In order to reduce the computational effort, a physics-
based surrogate model is presented that combines Proper Orthogonal Decomposition (POD) and
Machine Learning. Based on a snapshot approach the most significant POD modes are extracted. In
this case, a decomposition of spatial and process-dependent functions can be obtained. By doing so,
the predicted result can be written as a series expansion. In order to capture a wide range of param-
eter combinations, the corresponding POD coefficients need to be computed for arbitrary parameter
inputs. Machine Learning, i.e. artificial neural networks, is well suited to act as a nonlinear function
between input and desired output (deflection).

In this work, a network architecture for the estimation of the deflection of thermoplastic composites
is presented, where the series expansion is used as an additional constraint in the objective function.
In this way, it is possible to compute physical reliable deflections for a multi-dimensional parameter
input within seconds or even shorter. Such a model can further serve as additional assistance during
operation when it is connected directly to the process parameters of the production system.

Structural health monitoring (SHM) can help to assess the state and the reliability during the life-time
of a structure. In SHM, measured signals of the structure are compared with the corresponding ref-
erence signals obtained from the pristine state and adequate damage indicators are defined, e.g.
based on displacements, eigenfrequencies or guided waves. The damage indicators can be utilized
for damage detection, damage localization and damage size prediction. In this presentation, an arti-
ficial neural network (ANN) concept is introduced, where the damage indicators are used as input of
feedforward networks. A first classifier ANN is trained to decide if the structure is damaged or not.
In a second step, the damage position is localized by a regression ANN. The concept is tested using
the Open Guided Wave dataset, where a carbon-fiber composite plate stiffened by an omega stringer
is investigated. The classifier ANN is set up by a weighting of the training error with respect to the
damage size to achieve an acceptable false alarm rate (ca. 0.1) and an increasing probability of de-
tection with increasing damage size. By a statistical evaluation of the classifier ANN predictions, the
minimal detectable damage size for a given probability (e.g. 0.9) is obtained. For the damage localiza-
tion, the regression ANN prediction (position of the damage) of different sender receiver signal path
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is combined and a probabilistic filter is applied to focus on the damage positions with the highest
concentrations. These results are finally used to compute the probability of correct localization for a
defined precision range.

In the present work, advanced discretization techniques are tailored to hyperelastic physics-
augmented neural networks. In particular neural network based constitutive models are designed
which fulfill all relevant mechanical conditions of hyperelasticity by construction. The computation
of derivatives for these neural network based constitutive models parallels that of analytical mod-
els; however, the complexity of these computations is heightened. This motivates to tailor advanced
discretization methods for neural network based constitutive models, to arrive at compact mathe-
matical formulations and convenient implementations with superior stability and robustness in static
and dynamic analysis. In particular, the proposed neural network based framework allows for conve-
nient mixed Hu-Washizu like finite element formulations applicable to nearly incompressible material
behavior. A key feature of this work is a tailored energy-momentum scheme for time discretization,
which allows for energy and momentum preserving dynamical simulations. Both, the mixed formu-
lation and the energy-momentum discretization are applied in finite element analysis. For this, a
hyperelastic physics-augmented neural network model is calibrated to data generated by an analyti-
cal potential. The proposed discretization techniques are examined for their stability and robustness
properties in representative finite element simulations. All of these observations illustrate that, from a
formal perspective, neural networks fundamentally operate as mathematical functions. As such, they
can be applied in numerical methods as straightforwardly as analytical constitutive models. Neverthe-
less, their special structure suggests to tailor advanced discretization methods, to arrive at compact
mathematical formulations and convenient implementations.

The identification of material parameters occurring in material models is essential for structural
health monitoring. Due to chemical and physical processes, building structures and materials age
during their service life. This, in turn, leads to a deterioration in both the reliability and quality of the
structures. Knowing the current condition of the building structures can help prevent disasters and
extend service life.

We developed a parametric physics-informed neural network (PINN) for the calibration of material
models from full-field displacement data measured by digital image correlation. In an offline-phase,
the PINN is trained to learn a parameterized solution of the underlying parametric partial differential
equation without the need for training data. We demonstrate the ability of the parametric PINN to
act as a surrogate in a least-squares based material model calibration. In order to quantify the uncer-
tainty, we further use the parametric PINN with Markov-Chain-Monte-Carlo based Bayesian inference.
Even with artificially noise data, the calibration produces good results for reasonable material param-
eter ranges. Especially in iterative and sampling based methods, parametric PINN have the advantage
that model evaluation is very cheap compared to, e.g., the Finite Element Method. Thus, information
on the material condition can be provided in near real-time in the online-phase. Moreover, PINN use a
continuous ansatz and thereby avoid the need to interpolate between sensor and simulation domain
and vice versa.
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Robust prediction of material responses in constitutive models relies on their input parameters.
Young's modulus and other parameters, reflecting physical characteristics, are typically obtained di-
rectly through physical experiments. However, these models also depend on parameters essential
for internal computations, where their correlation with measured responses is often complex and
not easily interpreted.

Our study addresses this challenge by introducing a data-driven approach using convolutional neural
networks (CNNs) to identify and calibrate parameters for structural steel. Unlike existing solutions
that use feedforward neural networks, CNNs allow for the processing and interpretation of multiple
strain-based uniaxial protocols simultaneously, revealing the underlying material behavior. We en-
hance the process by coupling two networks, thereby simplifying training, and increasing accuracy
in parameter identification. The primary network maps stress data to parameters, a traditionally
complex task. The secondary network, a surrogate of the constitutive model, maps in tandem these
parameters back to stress responses. This dual-network approach establishes an efficient and well-
posed training environment.

To validate our method, we apply it to the Updated Voce-Chaboche (UVC) model, which requires pre-
cise calibration for simulating the inelastic behavior of metals. We generate training data by simulat-
ing steel material responses with parameters obtained by Latin hypercube sampling. Ten different
uniaxial strain-based protocols are utilized that feature monotonic, cyclic, and incrementally increas-
ing amplitudes. Once the surrogate model is trained to map the stress responses from the parame-
ters, the training of the primary CNN is efficiently conducted with the same data. After training, the
elastic modulus and yield stress are identified from measured stress responses with eight additional
parameters crucial for modeling of isotropic and kinematic hardening effects. A comparison with
the experimental results assumes the effectiveness of the proposed approach, as the UVC model ac-
curately replicates the experimental responses with the identified parameters. The results suggest
that, within the sampled parameter space, without retraining, the method is applicable to various
structural steels, regardless of their composition and form.

In conclusion, our method seamlessly integrates multiple load protocols, demonstrating well-posed
and versatile applicability. This approach holds significant promise for the advancement of structural
steel modeling, which could influence future research and practical applications.

The aim of this study is to enhance the computational efficiency and convergence characteristics of
Finite Element Method (FEM) simulations through the integration of Artificial Neural Networks (ANNs)
in dynamically loaded structures, where the influence of inertia effects is considered.

Machine learning has emerged as a helpful tool in accelerating the computation time of structural
mechanics simulations. Artificial Neural Networks (ANNs) have been incorporated into Finite Element
Method (FEM) simulations, through material law replacement to speed up the simulation time, leading
to the so-called intelligent elements [1]. Physics Informed Neural Networks (PINNS) have also found
application in structural mechanics, exhibiting the objective of learning the underlying physics [2].

With the present study, we introduce an ANN-based method to approximate the non-linear material
behavior. This computation is essential for the computation of the internal forces within each element
in 1D and 2D dynamic FEM simulation. The learning algorithm employed in this study is also trying
to learn the underlying physics by including physical constraints of the corresponding material law in
the loss function.
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Therefore, the objective of this study is to introduce enhanced beam and plate elements by replacing
physical non-linearities with ANN based method. Following this intention, it is investigated how the
neural network enhanced approach can accelerate the simulation speed of the overall domain and
improve the convergence of the Boundary Value Problem with physical non-linearities.

1. Stoffel M., Bamer F., Markert B., Artificial neural networks and intelligent finite elements in non-
linear structural mechanics, Thin-Walled Structures, 131, 102-106, 2018.

2. Ehsan Haghighat, Maziar Raissi, Adrian Moure, Hector Gomez, Ruben Juanes, A physics-
informed deep learning framework for inversion and surrogate modeling in solid mechanics,
Computer Methods in Applied Mechanics and Engineering, Volume 379, 2021, 113741, ISSN
0045-7825.
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The realistic modelling of structures with inherent uncertainties, e.g., specifically uncertainties in the
material properties, is fundamental for a precise assessment of its reliability. However, inelastic ma-
terial behavior and local material fluctuations render simulations typically computationally expensive.
This severly hinders the widespread use of stochastic information in engineering computations. The
time-separated stochastic mechanics is a novel technique developed for the precise yet computation-
ally efficient estimation

of the stochastic characteristics of inelastic structures with random material properties. It is based
on a separation of both the system equation, i.e. the balance of linear momentum, and the evolution
equation into stochastic and deterministic terms. Then, only a low number of deterministic FEM sim-
ulations and several fast matrix calculations are needed to approximate the stochastic behavior. In
this talk, we present the application of the time-separated stochastic mechanics to the simulation of
viscoplastic structures under material uncertainties. Comparisons to the Monte-Carlo method show-
case its exceptional accuracy at a fraction of the computational cost.

The Beltrami-Michell equations of linear elasticity differ from the Navier-Cauchy equations, in that the
primary field in former equations is the stress tensor rather than the displacement vector. Conse-
quently, the equations can be used for circumstances where the displacement field is not of interest,
for example in design, or when increased smoothness of the solution of the stress tensor is desired.
In this work we explore the stress-based Beltrami-Michell equations for linear isotropic materials.
We introduce the equations in modern tensor notation and investigate their limitations. Further, we
demonstrate how to symmetrise and stabilise their weak formulation, complemented by existence
and uniqueness proofs. With latter at hand, we construct a conforming finite element discretisation
of the equations, avoiding the need for intermediate stress functions. Finally, we present some nu-
merical examples.
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This research introduces an innovative strategy for developing a reduced-order model (ROM) de-
signed specifically for nearly incompressible materials experiencing large deformations. The method-
ology adopts a three field variational approach to effectively capture the intricate behavior of such
materials. In constructing the ROM, the initial step involves solving the full-scale model using the finite
element method (FEM), wherein snapshots of the displacement field are recorded and organized into
a snapshot matrix. Subsequently, the Proper Orthogonal Decomposition (POD) technique is applied
to extract dominant modes, forming a condensed basis for the ROM.

Additionally, we address the pressure and volumetric deformation fields adeptly by incorporating the
k-means algorithm for clustering. Leveraging a well-established three-field variational principle allows
the seamless integration of clustered field variables into the ROM. To evaluate the efficiency of our
proposed ROM, we conduct a comprehensive comparison between the ROM with and without clus-
tering against the FEM solution. Our findings underscore the superior performance of the ROM with
pressure clustering, especially when considering a restricted number of modes, typically fewer than
10 displacement modes. The validity of our results is confirmed through two standard examples: one
involving a compressed block and another featuring Cook’s membrane. In both scenarios, significant
enhancements are achieved through the three-field mixed approach. These compelling outcomes
emphasize the effectiveness of our ROM approach in accurately capturing nearly incompressible ma-
terial behavior while reducing computational expenses.

The material point method (MPM) aims to avoid mesh distortion problems occurring in the commonly
used Finite Element Method (FEM). To achieve this, the continuum is discretized as a set of material
points, while the solution of the weak form of the underlying partial differential equations is con-
ducted on an Eulerian background mesh. As this process works similar to FEM, the MPM also displays
volumetric locking for near-incompressible materials. However, this also means that mitigation tech-
niques developed for FEM can be adapted to the MPM. The main difficulty for this process lies in
the higher-continuity basis functions, which are required in MPM to achieve reasonable results. This
study first reviews the applicability of different locking techniques in MPM. Then, a framework for a
locking-free implicit MPM is presented and validated using common tests investigating the locking
behavior and stress oscillations. Finally, the presented methods are applied to a viscoelastic material
model representing unvulcanized rubber to show the potential of MPM for tire molding simulations.

The Virtual Element Method (VEM) can be regarded as a generalization of the classical finite element
method (FEM) to general polygonal meshes. In the prior studies of the VEM, a stabilization term is
required in order to ensure that the global stiffness matrix has the correct rank. In this work, we
present a stabilization-free Virtual Element Method for hyperelastic materials in 3D. The main idea of
the stabilization-free approach is to use an enhanced approximation space to compute a higher-order
polynomial projection of the gradient. In this work, the formulation of the stabilization-free VEM for
3D hyper-elastic materials is given. Some numerical examples are given to compare the accuracy of
the stabilization-free VEM with the conventional VEM.
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Nonlinear multi-point constraints are essential in modeling various engineering problems, for exam-
ple in the context of joints undergoing large rotations or coupling of different element types in finite
element analysis. Constraints can be handled by Lagrange multipliers, the penalty method and the
master-slave elimination. The master-slave elimination satisfies the constraints exactly and reduces
the dimension of the resulting system of equations which is particularly advantageous when a large
number of constraints have to be considered. However, the existing schemes in literature are lim-
ited to linear constraints. Therefore, the authors introduced an extension of the method to arbitrary
nonlinear constraints [1]. In contrast, Lagrange multipliers satisfy the constraints exactly but intro-
duce additional unknowns and lead to a saddle point structure of the resulting system of equations.
The penalty method does not alter the underlying structure of the resulting system of equations.
However, small penalty factors lead to a violation of the constraints and large penalty factors, while
approximately satisfying the constraints, worsen the condition number of the resulting matrix.

A mathematically rigorous derivation of the new master-slave elimination scheme for arbitrary non-
linear multi-point constraints is presented. Starting point is the optimization problem with constraints.
It is transformed into a modified optimization problem without constraints using the implicit function
theorem. In order to perform this transformation, an appropriate set of slave degrees of freedom
(dofs) has to be chosen in such a way that the Jacobian of the constraints satisfies several conditions.

This has several implications on the implementation into a finite element code as well as the appli-
cation of constraints in specific problems. The following challenges are addressed: The automatic
selection of slave dofs (instead of a manual, error-prone selection by the user), the change of the
slave dofs necessary in the context of large deformation scenarios and the handling of redundant
and contradictory constraints. An algorithm for the selection of slave dofs in this context was devel-
oped in [2]. We illustrate the implications of the mathematical foundation on these problems with
several numerical examples.

[1] Boungard, J. and Wackerful3, J.: Master-slave elimination scheme for arbitrary nonlinear multi-
point constraints. In: Computational Mechanics (under review)

[2] Boungard, J. and Wackerful3, J.: Identification, elimination and handling of redundant nonlinear multi-
point constraints. In preparation.
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In the design and production of press parts, the tool development process is an essential step. How-
ever, this is also a complex process. The accuracy requirements are high and it takes a lot of experi-
ence to accurately design the effective surface with respect to the multitude of physical, procedural
and human influences. Thus, several iterations in the tool development process are usually required,
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which is costly and can make the process a bottleneck in the product design cycles [1]. To acceler-
ate this, we propose a diffusion model architecture [2] to inversely design the necessary effective
tool surface given a desired geometry of the press part. This diffusion model is able to reduce the
generalization issues of classical machine learning approaches by leveraging the attention mecha-
nism both in the spatial and temporal dimension of the underlying forming process. The applicability
of a similar diffusion model could already be shown for the inverse-design of metamaterials [3] and
this publication further demonstrates that diffusion models can be a suitable model candidate for the
inverse-design of 3D-geometries. For model training, Finite Element simulations that contain the time
series of deformation states during the forming process were used. Furthermore, different geometry
variations of part and tool as well as relevant press process parameters were used in the training. The
results will be validated against simulation results computed by the commercial forming simulation
software Autoform.

[1]1Birkert, A.; Haage, S.; Straub, M. (2013). Umformtechnische Herstellung komplexer Karosserieteile.
https://doi.org/10.1007/978-3-642-34670-5.

[2] Ho, J.; Chan, W.; Saharia, C.; Whang, J.; Gao, R.; Gritsenko, A.; Kingma, DP.; Poole, B.; Norouzi, M.;
Fleet, DJ.; Salimans, T. (2022). Imagen Video: High Definition Video Generation with Diffusion Models.
https://doi.org/10.48550/arXiv.2210.02303.

[3] Bastek, J-H.; Buschmann, DM. (2023). Inverse-design of nonlinear mechanical metamaterials via
video denoising diffusion models. https://doi.org/10.48550/arXiv.2305.19836.

Simulations play a pivotal role in streamlining the product development process, aiming to minimize
the overall development time. A crucial prerequisite for effective simulations is the utilization of mod-
els that represent real-world dynamics. This study employs experimental modal analysis techniques
to examine the structural dynamics of a scaled trailer model, focusing on its response under diverse
loading configurations. The goal is to extrapolate these findings to real-life scenarios and develop
a mechanical equivalent model capable of replicating the structural dynamics of the trailer under
various loading conditions with a high degree of accuracy.

The scaled trailer model is designed to exhibit dynamic equivalence to a reduced-size trailer at a scale
of 1:8. Consequently, the model's natural frequencies are eightfold higher than those of the full-sized
counterpart. The accompanying test bench facilitates realistic excitation of the trailer at both the
kingpin and axle. Given that the investigation focuses on examining the standalone trailer (without
a tractor unit), a suspension featuring four springs has been developed, also serving the purpose of
static load equalization.

The research systematically introduces alterations to the scaled model, encompassing diverse load
variants, changes in load distribution, weight adjustments, and overall configuration modifications.
This approach enables a thorough analysis of the individual and collective effects of these alterations
on the structural behaviour of the trailer. Extracting key parameters such as natural frequencies,
mode shapes, and damping ratios from experimentally determined frequency responses form the
basis for in-depth analysis.

The investigation reveals that variations in loading conditions induce observable changes in the struc-
tural response of the trailer. Initial results emphasise the major effects of the coupling of load and
centre of gravity position. The local stiffening resulting from the coupling of the load to the trailer
structure illustrates how specific load configurations can lead to localized structural modifications.
Additionally, the position of the centre of gravity emerges as a pivotal parameter influencing the over-
all dynamics of the trailer.
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Future research will expand investigations by exploring an extensive range of loading conditions, en-
compassing variations in payload types, road courses, diverse excitation forces, and various load cou-
pling methods. By implementing the relevant dynamic effects of the trailer loading into simulation
models, this research is intended to make a scientific and practical contribution to the development
and optimisation of semi-trailers and tractor units in the evolving transport landscape.

S04.09: Various topics in Structural mechanics
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Filament winding is a process used to manufacture fiber composite structures, where a bundle of
fibers is drawn through a thermoset resin-hardener bath and wound onto a mandrel. It is applied
in the production of rotationally and non-rotationally symmetrical hollow vessels, for instance in the
fabrication of pipes, tanks or pressure vessels, but also in prototype construction in the aerospace
industry.

Of particular interest is the arising stress and strain state during the production process, which is
significantly driven by the pre-stressed fiber tension. Therefore, analytical considerations of a wound
cylinder are taken to estimate the stresses in fiber direction and the accompanying stresses in the
radial direction (pressure on the mandrel).

Due to the cylindrical shape of the component, it is advisable to describe the occurring deformations
and the equilibrium conditions in curvilinear coordinates. In a first approach, the material behavior
of the glass-fibers is assumed to be of compressible Neo-Hookean type.

The equilibrium conditions formulate a boundary-value problem, which can numerically be solved
under different boundary conditions. In addition, production-related influences such as the loss of
frictional force due to the friction between the cylinder and the fiber (or between fibers with itself),
and the winding angle are varied in order to analyze their influence on the stress state.

The application of fiber-reinforced concrete (FRC) in the construction sector is a developing area of
study and application. Shape memory alloy (SMA) is one promising material for use as fibers in FRC
due to its ability to revert to its original shape after deformation, a phenomenon known as the shape
memory effect (SME). FRC may be pre-stressed and self-repaired by combining SMA with the SME
characteristic. Nevertheless, modeling SMA-FRC using conventional finite element methods (FEM)
is demanding. This paper presents an innovative technique for modeling SMA-FRC utilizing multi-
scale modeling. The article describes the methods for generating micromechanics, homogenization,
boundary conditions, and coupling micro- and macro-models. The results demonstrate that employ-
ing multiscale modeling may significantly lower computing costs while presenting extra insights about
the SMA-behavior FRCs on the microscale. The results also suggest that employing SMA fibers can
generate sufficient pre-stressing forces in the concrete, improving the stiffness and durability of the
concrete. Nevertheless, several parameters like fiber geometry, pull-out strength, SMA phase trans-
formations, and crack progression are simplified in the article. The authors intend to resolve these
limitations in further research and compare the findings to experimental data. The usage of SMA-
FRC has significant potential for enhancing the durability and strength of concrete buildings, and the
unique multiscale modeling technique given in this study can assist in the advancement of research
in this sector.
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The current study introduces a framework for the realistic and computationally efficient modeling
of layered, temperature-dependent, and inelastic pavements. The constitutive relationships of the
several layers in the road superstructure account for large deformations resulting from tire rolling.
The tire-pavement interaction is validated by tests conducted on real tires. The material formulations
are embedded in a novel dynamic Arbitrary Lagrangian Eulerian (ALE) formulation, which significantly
increased the speed and efficiency of the simulation compared to a traditional Lagrangian approach.
This improvement stems from the need to discretize and simulate only the relevant mesh portion
around the applied load. Notably, this eliminates the necessity for a cumbersome moving load for-
mulation. The obtained results exhibit satisfactory agreement when compared to a conventional
Lagrangian simulation incorporating a moving load [1].

REFERENCES

[1]1Anantheswar, A.; Wollny, I. and Kaliske, M.: A dynamic ALE formulation for structures under moving
loads. Computational Mechanics, 2023.

Additive Manufacturing (AM) stands as a catalyst for fostering interdisciplinary cooperation in both
research and teaching within the realm of structural mechanics. Our multidisciplinary team cham-
pions research-based teaching, emphasizing cooperative labwork and the integration of Sustainable
Development Goals (SDGs), focusing on sustainable materials, gender and diversity. By bridging the-
oretical concepts with practical applications through AM, our approach contributes to transforming
the educational and scientific landscape.

Engineering students frequently overlook the inherent interdisciplinarity embedded in structural me-
chanics projects due to the traditional isolation of modules in standard engineering curricula. This
fragmentation impedes students’ understanding of cross-disciplinary connections, as exemplified by
the disparate focus of mechanics and experimental modules. To address this, our hands-on, team-
work approach actively engages students in tackling interdisciplinary applied mechanics challenges
using additive manufacturing, experimental testing and open source simulation.

Our initiative extends beyond the confines of traditional engineering boundaries, fostering interdis-
ciplinary research that encompasses cooperation with e.g. fungal based biotechnology or textile de-
sign. Examples will be presented. Embracing a multidisciplinary team, our approach empowers en-
gineering students and early stage researchers to become adept problem solvers with a steadfast
commitment to sustainability, gender and diversity and a comprehensive understanding of struc-
tural mechanics. This holistic and inclusive methodology promotes collaboration and cultivates a
multifaceted approach to solving complex challenges of today’s world.

The static design of skyscrapers is mostly based on finite element calculations of the supporting struc-
ture whereas 3d calculations are required to consider the influence of horizontal forces such as wind
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loads and earthquake, respectively. In addition 2d calculations are performed to determine unfavor-
able internal force variables of carrying elements such as columns and walls, respectively. Neverthe-
less the comparison of these calculations of the same building shows differences up to 100 percent
depending on the height of the building.

To investigate the column loads a research project in cooperation between Vienna University of Tech-
nology and PORR Bau GmbH has been performed. As a result an innovative calculation method for
three-dimensional building models has finally been developed which is based on a stiffness combi-
nation vector that can be used independently of the program and free of the modeling quality of the
responsible structural engineer. Furthermore, the bedding modulus for base slabs is varied within
the limits specified by the soil survey by dividing the base slab into quadrants.

In this contribution a numerical validation of the innovative calculation method is carried out by
means of approximately 200 simulations for two major projects in Vienna [1]. By comparison with
the real building forces, which are based on measured in-situ strains [2], a clear identification of the
stiffness combination vector for the load-bearing components is possible.

The calculation results obtained in this way for vertical, load-bearing concrete elements, such as
columns and walls, show the smallest differences with the measurement results of the various build-
ings.

By applying the present stiffness combination vector to any building structure, it is thus possi-
ble to cover the nonlinear concrete properties (shrinkage, creep, concrete maturity) and the time-
dependent effects (construction phases) with the help of a finite element model. By applying the in-
novative process to future construction projects, the probability of over- or under-sizing of supporting
structures will be reduced.

[1]1 M. Badr: Numerical Validation of an Innovative 3D Calculation Method of High-Rise Buildings under
Consideration of Component and Soil Stiffness, Master Thesis, Vienna University of Technology, 2023,
in German.

[2] H.W. MUlIner, W. Wallisch, P. Kremnitzer: Back Calculation of Internal Forces of Concrete Skyscrap-
ers by means of In Situ Monitoring", PAMM - Proceedings in Applied Mathematics and Mechanics, 21
(2021), 1, https://doi.org/10.1002/pamm.202100045

The static design of reinforced concrete ceilings is mostly based on finite element calculations. If the
calculated deformation is too big, a superelevation is carried out in order to optimize the thickness
of the ceiling. The superelevation is achieved by setting parts of the formwork a fixed amount higher
than the edge areas of the ceilings before concreting.

In most cases, the superelevation is determined by the structural engineer as a part of the expected
total deformation under consideration of a safety surcharge. However, because areas with less stress
sink less strongly, this approach means that the superelevations are not dismantled there and the
ceiling remains in an elevated position. In addition, climatic conditions and the construction phases
are not taken into account in the calculations. This leads to problems in the subsequent finishing
trades, for example the facade assembly or the installation of the floor pavement.

To investigate real ceiling deformations a research project in cooperation with the University of Ap-
plied Sciences in Vienna has been performed [1]. The goal was to determine the deformations of ceil-
ings under consideration of formwork and ceiling support. Therefore, deformation measurements of
twenty ceilings of a 88 m high office complex in Vienna has been performed between the day of pro-
duction of the ceiling until six months afterwards in order to validate methods of the state of the art
as well as to develop new methods for minimization of deformation tolerances of reinforced concrete
slabs.
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In this contribution a validation of various numerical methods such as [2] for the deformation of
concrete slabs by means of measurement results is shown whereas the focus is on the multi-story
support of ceilings which have not arrived the full Young's modulus.

The research project shall help to avoid damages and minimize the time effort of the subsequent
finishing trades which still occur in current building projects.

[1] P. Hofer: Analysis of ceiling deformation in dependence on temperature, material development,
stripping dates and the static system, Master Thesis, University of Applied Sciences, 2018, in German.

[2] T. M. Laggner, D. Schlicke, N. V. Tue, W.-D. Denk: Statische Analyse mit linear elastischen 3D-
Gebadudemodellen, Beton- und Stahlbetonbau, 116 (2021), 360-369, in German.
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Due to the demand for higher efficiency and light-weight design, nonlinear vibration phenomena oc-
curin, for example, slender or jointed structures. To ensure safe operation, these nonlinearities must
be considered when predicting vibrations. Besides powerful numerical tools, measurements are in-
dispensable to verify these predictions and identify parameters of nonlinear models. However, the
large variety of nonlinearities calls for nonlinear system identification methods that do not assume
any a-priori functional form of the nonlinearity. One approach is to employ the concept of nonlinear
vibration modes and to determine natural frequencies, damping ratios and modal deflection shapes
as function of the vibration level. Hence, the widespread experimental modal analysis was recently
extended to nonlinear systems. Being an experimental realization of the extended periodic motion
concept, this method is suited for both stiffness and damping nonlinearities. The experimentally
identified single nonlinear mode accurately describes forced responses around a well-separated res-
onance, i.e. is meaningful in the absence of strong modal interactions.

In the simplest realization, a single-point, single-frequency force is applied to the system to drive it
to phase resonance and to track the system’s backbone curve. The phase lag between force and
response is controlled using a phase-locked loop controller. Once the controller is locked, the system
vibrates in a steady state. Finally, amplitude-dependent modal properties are extracted from the
steady-state measurement data. In the method'’s latest implementation, an adaptive filter is used to
estimate the phase lag. In combination with a systematic tuning procedure of the control parameters,
the measurement duration is substantially reduced compared to previous implementations. This
tremendously reduces the experimental effort and minimizes potential time-variant behavior due to
temperature changes in the setup as well as the risk of harming the specimen during testing.

The experimental nonlinear modal analysis method is robust even in the presence of strong (damp-
ing) nonlinearities and sufficiently mature to be applied to industrial structures such as turbine blades.
This is illustrated in the talk by means of specimen with a large range of nonlinearities. Moreover, the
method’s usefulness for other purposes such as characterizing and analyzing isolated frequency re-
sponse branches is addressed. Furthermore, the benefit of higher harmonic excitation to counteract
undesired exciter-structure interactions is discussed.

In [1] MIKOTA's vibration chain with a special mass matrix M = M” > 0 and stiffness ma-
trix K = KT > 0 has been completely solved showing normalized eigenfrequencies |w;| = j,
where j = 1,...,n and a recursion formula for the eigenvectors z; depending on power vectors
y; = [19,27,37,...,n7]T. In the present contribution firstly a new calculation scheme for the eigen-
vectors z; is presented using modified orthogonalized GRAM-SCHMIDT vectors based on the power
vectors y;. By this new method five eigenvectors are explicitly calculated as an example.

In a second part modal damping of the vibration chain is discussed, i.e. an additional damping term
is included in the above-mentioned differential equation where D = DT > 0 satisfies the condition
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DM(—1)K = KM(—1)D. Designing D with respect to LEHR's damping measure and then for uni-
form measures, the modal damping matrix is determined. Therefore, the modal damping matrix can
be calculated either by the eigenvalues and eigenvectors of the conservative system or by the given
data of the mass and stiffness matrices without knowing the mode shapes.

Reference:
[11 P.C. Muller, W. E. Weber: Modal analysis and insights into damping phenomena of a special
vibration chain. Arch Appl Mech 91, 2179-2187 (2021). https://doi.org/10.1007/s00419-020-01876-z.

Gas foil bearings (GFB) are machine components that offer certain advantages for specific applications
such as (micro-) turbomachinery, given adequate operation conditions, such as comparatively low
load and high rotational speed. Advantages may include low wear and maintenance, low frictional
losses, tolerance to extreme temperatures and absence of oil lubrication systems and the associated
weight, complexity and possible contamination of process media (e.g., air in compressors for fuel
cells). However, gas foil journal bearings (GFJB) are prone to exert self-excited non-linear vibrations,
causing the supported rotor to oscillate with high amplitudes.

In this contribution, an experimental analysis of a rotor supported by two gas foil journal- and
thrust bearings, respectively, is performed. The obtained signals are transformed into frequency
domain and rigid body modes of the rotor (cylindrical and conical) are separated and analysed using
amplitude- and phase spectra. Sub-synchronous whirl and whip phenomena are present and allow
themselves to be assigned to a rigid body mode of the rotor.

Structural vibrations pose significant challenges in various engineering applications and require ef-
fective damping strategies to improve the overall performance and longevity of systems. Thus, the
reduction especially of resonance amplitudes is an important and recent field of research, which is
underlined by the promotion of the DFG for the priority program “calm, smooth and smart”, that this
work is part of.

This contribution presents a novel method for damping of structural vibrations by selectively target-
ing specific modes, which can be beneficial in situations where a precise control of specific vibration
modes is essential. For example, this approach can enhance energy efficiency by concentrating damp-
ing on critical resonances, preventing unnecessary dissipation across non-critical modes. Moreover,
the preservation of desired modes may ensure that dynamic behaviors contributing positively to the
system’s overall performance remain largely unaffected, while critical modes are reduced effectively.

To achieve a mode selective damping behavior a passive approach is used within this work. It is
based on multiple inductive damping elements distributed over a structure, that interconnect with
each other electrically. The principle and the functionality are illustrated by means of a minimal model
consisting of an oscillator chain with basic inductive damping elements. These consist of a permanent
magnet moving inside of electrical coils.

The presentation begins by establishing the benefits of mode selective damping and giving a brief
introduction of the design and calculation of the inductive damping elements. After presenting the
investigated minimal model and displaying its dynamical behavior, a systematic study of the different
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interconnections of the inductive damping elements is given. Thereby the different abilities of the
considered approach are shown and discussed in detail.

S05.02: Oscillations (2)
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Structural joints characterised by moving surfaces are present in most engineering structures. Iden-
tifying the nonlinear forces generated by frictional interfaces, as well as understanding how their
damping effects can be exploited to achieve vibration reduction and energy dissipation, are among
the present critical challenges in structural dynamics. Moreover, the unpredicted nonlinear behaviour
induced by friction can lead to undesirable effects, such as stuck contacts, stick-slip, excessive oscil-
lations and even unexpected failures. Predicting the nonlinear response of friction damped systems
is therefore essential to develop robust designs and efficient monitoring strategies. Nonetheless, the
analysis and identification of these systems is complicated by the nonlinear and nonsmooth nature
of the frictional forces, which is responsible for the generating sharp variations and multiple motion
regimes in their dynamic response.

This contribution deals with three major challenges: (i) the derivation of analytical solutions for the
response of discrete mechanical systems with Coulomb friction, and the prediction of their motion
regimes; (ii) the development of an experimental framework for reproducing and validating the pro-
posed mathematical solutions; (iii) the formulation of a physics-based machine learning approach for
the identification of frictional systems.

Mathematical solutions are obtained for the steady-state response of single- and multi-degree-of-
freedom (DOF) systems with a friction contact to harmonic excitation. The derived formulations also
enable the investigation of the dynamic behaviour of systems with oscillating contacting parts and/or
different forms of damping. The results include the analytical prediction of the motion regimes (con-
tinuous, stick-slip, permanent sticking) and the displacement transmissibility curves resulting from
varying system parameters.

The experimental investigation is performed on shear-frame setup with a brass-to-steel contact, able
to reproduce the behaviour of single- and 2-DOF systems in contact with a fixed or oscillating wall.
Tests run at different exciting frequencies and friction force amplitudes were able to closely reproduce
the theoretical results, showing that Coulomb model can be used, in most conditions, for describing
the dynamic behaviour of structures with a metal-to-metal contact.

The proposed identification method combines a partially-known physics-based model of the system
with noisy measurements of its response in a switching Gaussian process (GP) latent force model,
where multiple GPs are used to model the nonlinear force across different motion regimes and a
resetting model to generate discontinuities. Regime transitions and discontinuities are inferred in a
Bayesian manner, along with the nonlinear force, and can be used to implement forward models able
to make reliable response predictions.

Koopman operator theory as a basis for the systematic transformation and linearization of complex
dynamical systems has attracted great interest in the dynamics community over the last decade and
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a half. Given an autonomous nonlinear differential equation dx/dt=f(x) for the states x, any eigen-
function ((x) of the associated Koopman operator (semi-)group and its generator have the dynamics
de/dt = Ay, where \is the corresponding eigenvalue. We take the perspective that the (approximate)
calculation of eigenfunctions of the Koopman operator (called Koopman eigenfunctions) as a system-
atic approach to transformation from the original states x to new coordinates ¢ with (decoupled)
linear dynamics, which is an extension of modal analysis to nonlinear systems. If the original sys-
tem is already linear dx/dt=Ax, the (principal) Koopman eigenfunctions ¢=1*x —also known as modal
coordinates in this case—are linear and can be calculated directly by the scalar products of the left-
eigenvectors | of A with the state vector x.

While Koopman operator theory is often used as the basis for data driven methods, we assume that
we already have some model dx/dt=f(x) for which we want to find a coordinate transformations ¢(x)
that linearize and decouple the system. The basis for our approach is an extension of the Hartman-
Grobman theorem [1] that we crudely paraphrase as: the (principal) Koopman eigenfunctions ¢ in
the basin of attraction of a (non-resonant) hyperbolic fixed point of a sufficiently smooth nonlinear
system dx/dt=f(x) are the nonlinear extensions of the Koopman eigenfunctions v of the linearized
system dx/dt=(Vf)x with the same eigenvalues .

To calculate approximations of Koopman eigenfunctions, we propose a rational ansatz
p(x)=n(x)/d(x), where the numerator is a linear combination n(x)=£,*0©(x) of m ansatz functions
O(X)=[O1(x),...,Om(x)] with unknown coefficients £, and the denominator is d(x)=£4*©(x). The
unknown coefficients £, and &4 are determined from a constrained optimization problem in order to
satisfy the extension of the Hartman-Grobman theorem while minimizing a suitably defined residual
to (approximately) satisfy dp/dt = Ap.

We exemplify our approach with a damped pendulum with one (globally) stable fixed point and one
unstable fixed point and compare it to a linear ansatz, i.e. to a classical Galerkin approach.

[1] Lan, Y.Mezi¢, |.: Linearization in the large of nonlinear systems and Koopman operator spectrum.
Physica D: Nonlinear Phenomena 242(1), 42-53 (2013)

Predicting the forced vibrations of nonlinear systems is a typical task in science and engineering.
Common approaches are usually based on physical laws (" first principles"), which yield differential
(algebraic) equations (ODEs, PDEs, DAEs) that have to be solved numerically. We bypass the classi-
cal derivation step and obtain models for nonlinear dynamical behaviour by various data-driven ap-
proaches. Here, we compare stabilised Autoregressive Neural Networks (s-ARNNSs) to architectures
with implemented memory (DeepAR) and transformer-based architectures and benchmark against
linear methods. A fundamental limitation of Neural Networks is their lack of transparency, making it
difficult to understand and trust the model’s decisions.

We examine several approaches to quantify uncertainty in s-ARNNs. Our proposed approach com-
bines Mean-Variance Estimation (MVE) to estimate the aleatoric uncertainty and Deep Ensembles to
measure epistemic uncertainty. We demonstrate that our approach outperforms other methods like
DeepAR and temporal fusion transformer and classical approaches with homoscedastic uncertainty.
Our method excels in accuracy and uncertainty reliability on synthetic and real-world datasets, includ-
ing a Duffing oscillator and a steering system. Our comparison establishes the MVE Ensemble as the
most accurate and reliable method for uncertainty quantification, showing that it is advantageous
to quantify both aleatoric and epistemic uncertainty. Our findings demonstrate the significance of
understanding uncertainties in deep neural networks and the relevance of our method in improving
the reliability of predictions in nonlinear systems under dynamic load.
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Network methods are well established in many areas of science, such as medicine or climate re-
search, and provide a range of approaches to studying oscillating dynamical systems. This work uses
network-based measures to introduce a functional network perspective on the dynamics of mechan-
ical multi-component systems. Despite an extensive available toolset, some aspects of the dynamics
of these engineering systems remain difficult to understand even today. Phenomena such as non-
linearities pose challenges to state-of-the-art system identification and modeling approaches. These
nonlinearities arise from large deformations, joints, friction, or material properties, and are especially
difficult to handle in large, multi-component systems. At the same time, the dynamics of these large
machines need to be better understood to ensure adequate design and safe operation, including
avoiding potentially harmful oscillations.

Our work seeks to complement classical time- or frequency-domain-based methods for analyzing and
describing the dynamics of complex mechanical multi-component systems with a novel, function-
based perspective. In our functional network, each node represents a component of the mechani-
cal model system, and the edges between the nodes denote functional relationships between two
components. This functional relationship is established based on specific recurrence network mea-
sures, which are computed from time series measurements from the components. These measures
describe the dynamical inter-dependency between two components. Thus, the functional network
represents functional relationships in the mechanical system rather than the geometrical proximity
of the components.

This complementary perspective on the dynamics of complex mechanical systems opens the door to
new network-based methods. For example, our functional networks help uncover the dimensionality
of the phase space of the underlying dynamical system from data, reveal functional dependencies
within a mechanical multi-component system, and enable the tracking of disturbance propagation
through a system. These findings pave the way to new approaches in model-order reduction, suit-
able sensor placement, and countermeasures (in design or during operation) against unwanted and
potentially harmful vibrations.

Effect pedals are used to obtain a distorted sound by manipulating the voltage signal of an instru-
ment, e.g. an electric guitar. In recent times, the modelling of this dynamic transmission behavior
has been of great interest, as it allows certain sound settings of one or more effect pedals in the sig-
nal chain to be stored and loaded digitally. Novel machine learning techniques make it possible to
generate very accurate models without prior knowledge of the system. On the other hand, there are
regression methods, like Sparse Identification of Nonlinear Dynamics (SINDy) that are used to reduce
large models to a significant size.

In the actual presentation, a method is proposed that combines both aforementioned approaches.
Firstly, a randomly initialized neural network of type Reservoir Computer is generated. Secondly, the
network is reduced to a small size by cancelling out irrelevant linear parameters using SINDy. Lastly,
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remaining nonlinear network parameters of the reduced model are optimized. Based on experimen-
tal data of measurements with a guitar effect, it is shown that this approach leads to small and at the
same time precise models, as they are desired for the application under consideration.
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In science and technology, the investigation of dynamical systems plays a key role. A dynamical sys-
tem can show different types of stationary solutions (e.g. equilibrium, periodic, chaotic). In recent
years the focus of academic research shifted towards quasi-periodic solutions. These solutions re-
tain a discrete frequency spectrum, which can be expressed by a linear combination of so-called base
frequencies, which are incommensurable. Although the frequency spectrum is discrete the solution
does not show periodic behaviour. Due to the fact, that the solution is composed of a finite num-
ber of base frequencies, it can be represented by a toroidal manifold of the same dimension. The
ergodic theorem allows to calculate the manifold instead of the time solution, due to the fact that
the quasi-periodic motion itself is ergodic. To calculate the manifold in a systematic way, one can use
the hyper-time parametrization. The manifold can then be calculated by solving a partial differential
equation over a finite set. The main disadvantage of this parametrization is, that it is only valid as long
as the number of base frequencies is unchanged.

If a quasi-periodic solution branch is continued, the solution can show the phenomenon of synchro-
nization, in which the number of base frequencies is reduced. This poses a problem, when using the
hyper-time parametrization, due to the fact that it is no longer valid in case of synchronization. It is
therefore crucial to detect an approach to a synchronization point. There exists no bifurcation theory
for quasi-periodic solutions yet. There are multiple ways a solution may synchronize. We will focus
on the detection of the suppression of the natural dynamics (i.e. the detection of a Neimark-Sacker
bifurcation).

The detection of Neimark-Sacker bifurcations by a test function based on the quasi-periodic solution
is not possible, due to the fact that the hyper-time parametrization is utilized and we therefore cannot
continue the solution branch through the bifurcation point. Thus, we cannot achieve a strict rootin a
test function.

Instead we want to detect an approach to the bifurcation. This can be done by analysing the hyper-
time manifold itself. We will show an approach which is based on the arclength of sections of the
hyper-time manifold and derive a, in general, non-square matrix. We can then detect a Neimark-
Sacker bifurcation based on its singular values. We will show that our approach can also be used to
detect quenching (i.e. codim-2 bifurcations).

Rotordynamic simulations with nonlinear hydrodynamic bearing forces require a solution of the
Reynolds equation at every time step. As a computationally efficient alternative to the standard nu-
merical methods, a semi-analytical solution based on the scaled boundary finite element method
(SBFEM) was developed recently. Through a discretization of the hydrodynamic pressure (dependent
variable) along the circumferential but not the axial coordinate, the partial differential equation is
transformed into a system of ordinary differential equations. This system of differential equations is
referred to as SBFEM equation and can be solved exactly if the influence of shaft tilting is neglected.
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In common numerical models, this influence can be taken into account without difficulties, but as far
as this semi-analytical approach is concerned, shaft tilting complicates the equations substantially.
Therefore, previous studies on the SBFEM solution of the Reynolds equation were conducted without
consideration of this effect. The formulation presented in the work at hand no longer requires this
simplification. The terms representing the influence of shaft tilting in the SBFEM equation are han-
dled by the perturbation method. The pressure field is expressed by a series expansion, where the
solution of order k correlates to the k-th power of a perturbation parameter chosen proportional to
the tilting angle. The differential equation governing the k-th solution contains lower-order solutions
on its right-hand side, implying a recursive computation of the series from lowest to highest order. A
universal expression for the general solution is formulated, where only the coefficients and the max-
imum power of the axial coordinate differ for every k. This allows the implementation of a general
algorithm with no inherent limitation regarding the maximum order of perturbation. For verification,
the pressure fields computed by the proposed method are compared to a numerical reference solu-
tion, showing that the series converges to the correct result for the investigated set of parameters.

Requirements regarding noise and zero-rate offset-values for micro-electromechanical gyroscopes
for consumer and automotive applications are steadily increasing. Unexpected system failures often
originate from nonlinear coupled oscillations of the driven mode with parasitic modes. Circumvent-
ing these errors is a challenging task for state-of-the-art design tools.

In this work, we develop a gradient based shape optimization scheme to control nonlinear mode cou-
plings of micro-electromechanical gyroscopes and thus can improve zero-rate offset performance.
The gyroscopes main features, e.g., the natural frequency of the driven and sense mode as well as
manufacturing constraints are adhered to by employing additional constraints in the objective func-
tion. To ensure an efficient implementation, the objective function gradients are derived manually
and solved for using an adjoint analysis. The presented scheme is not only applicable to micro-
electromechanical systems but may in the future be applied to vibrating systems in general.

Piezoelectric actuators, which are commonly used to drive high-precision positioning systems, can
withstand very high compressive loads, but are sensitive to tensile stresses. Cyclic loads and frequent
load changes as well as incorrect mounting can cause mechanical failures such as cracks, in particular
when the piezoelectric actuator is of multilayer type. The influence of these cracks on the electro-
mechanical behavior and the durability of the piezoelectric actuator is the subject of current research.
The aim is to clarify if a prediction of failure or remaining lifetime is possible based on the dynamic
behavior of the actuator.

Changes in the natural frequencies or the dynamic behavior in general could indicate cracks in the
piezoelectric actuator. For this reason, models are needed that can reproduce the dynamic behavior
of the actuator properly. Mechanical models, electro-mechanical models and electrical equivalent
circuits are being investigated for this purpose. Furthermore, the impact of cracks on the behavior
in normal operation, i.e. at low operating frequencies, as well as on the lifetime of the piezoelectric
actuator are of interest.
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For over a century, researchers have refined plasticity models motivated by material microstructure,
physical constraints, and experimental data. On the other hand, recent hardware and software ad-
vancements have made deep neural networks increasingly viable for material modeling. This talk
will focus on challenges in plasticity modeling and how combining traditional and machine-learning
modeling approaches can overcome these challenges.

The yield surface evolution caused by large shear strains, experimentally investigated in [1], poses a
challenging material modeling problem. Specifically, initial softening followed by hardening could be
observed, along with yield surface distortion. Describing such behavior consistently for finite strains
required novel model formulations and calibration strategies [2]. Moreover, during that work, we
discovered how most plasticity models share one crucial assumption for isotropic and distortional
hardening; they only depend on the accumulated plasticity for some loading cases. This discovery
prompted an investigation of this assumption, showing that it did not hold for the investigated steel
[3]. In conclusion, this implies that traditional models cannot correctly describe hardening for this
standard material.

After identifying this shortcoming of existing models, the natural question is how to solve this: Specif-
ically, can data-driven approaches overcome the limitations of current models? In response, a novel
approach for combining neural networks and traditional material modeling was developed [4]. The
first unique feature of that approach is the ability to fulfill thermodynamic requirements, even with-
out training. Furthermore, the neural network-enhanced plasticity model could, in contrast to existing
models, describe the behavior seen in [3]. The second unique feature of the approach in [4] is the abil-
ity to discover analytical and interpretable material models - removing the black-box neural network
modeling components.

Despite successfully capturing the isotropic hardening behavior, the model in [4] could not perfectly
fit the experimental results. To improve this situation, the last part of this talk will focus on a novel
plasticity model having a smooth elastic-to-plastic transition. In particular, these advances highlight
the necessity of pushing research boundaries of traditional material modeling and data-driven ap-
proaches in synergy.
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Data-driven mechanics, introduced by Kirchdoerfer and Ortiz [1], replaces conventional material mod-
eling with data-sets containing snapshots of stress and strain assumed to be sufficiently accurate rep-
resentations of the underlying material behavior. Build on these snapshots, termed material states,
and on states fulfilling equilibrium and kinematic compatibility, called mechanical states, is a dis-
tance function, whose minimization with respect to both the material and mechanical states yields
the boundary value problems’ solution.

Originally introduced for elasticity, an extension to inelasticity poses a significant challenge for the
scientific community and besides our extension [2], different approaches have been proposed. How-
ever, by building our novel extension on a quantity called history surrogate and an accompying prop-
agator, we preserve the spirit of the original approach and dispense the need of on-the-fly data-set
adjustments. The history surrogate thereby stores essential information of the history of the material
up to the current point in time and the propagator serves as an update rule at the end of each time
step. This allows for an offline definition of our synthetic data-set which remains fixed during online
data-driven simulations. The challenge now shifts to defining a history surrogate both suitable and
generally applicable - a complex task if tackled by hand. We therefore advocate a framework utilizing
a Neural Network as propagator, which autonomously extracts the essential information of the ma-
terials history without resorting to a material model. Such a model is solely required when generating
the raw input data in form of discrete paths. From there on, the neural network propagator allows
for an automated framework, ranging from the construction of the data-set with a suitable history
surrogate to the solution of boundary value problems with inelastic material behavior.

In this contribution, we introduce our extension to inelasticity and highlight the capabilities of our
novel approach. By presenting results for different inelastic processes utilizing a neural network pro-
gagator, we focus on the resulting automated framework which such neural network allows for. We
show the necessary training routines of the network, discuss the obtained data-driven simulations
and provide a comparison with an intuitive choice of history surrogate and propagator.

[1] T. Kirchdoerfer, M. Ortiz, Data-driven computational mechanics, Comput. Methods Appl. Mech.
Engrg. 304 (2016) 81-101
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surrogates: Theory and application in the context of truss structures, Comput. Methods Appl. Mech.
Engrg. 414 (2023), 116-138
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Material modelling for the simulation of clinching processes involves large plastic strains which are
inherently linked to the evolution of damage. This (plasticity-driven) ductile damage can affect man-
ufacturing processes and product lifetimes. The modelling and identification of the process-induced
damage is here conducted by means of a fully coupled plasticity-damage continuum material model at
finite strains. We compare different approaches for gradient-enhancement to regularise the coupled
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problem, including “plasticity - gradient-damage”, where the gradient-enhancement is applied to the
damage variable, and “gradient-plasticity - damage” with a gradient-enhanced plasticity formulation.

The application of the material models to simulate clinching processes requires their calibration for
particular materials, here for an aluminium alloy and a dual-phase steel. First, the experimental pa-
rameter identification for anisotropic plasticity models and their validation are shown. The calibrated
models are then used within a clinching simulation to identify the influence of the anisotropy on the
clinching process and the resulting geometry of the clinch point. Further attention is paid to the iden-
tification of the internal length associated with gradient-enhanced models. The choice of the variable,
that is regularized, does not only affect the regularisation but also influences the calibration proce-
dure for the material model. For instance, the gradient-enhancement of the damage variable alters
the locally prescribed damage evolution, such that e.g. a directly identified failure strain is not ac-
curately reproduced. This can complicate inverse parameter identifications, especially when many
experiments need to be considered simultaneously as for coupled stress-state dependent damage
models.

Finally, numerical examples demonstrate the regularising capabilities and characteristics of the
gradient-plasticity approach and the gradient-damage approach. Moreover, further insights into the
regularisation and its requirements are presented, which become evident in the conducted parame-
ter identification for sheet metal.

In metal forming processes, initial material properties, among other factors, influence the compo-
nent’s life time and performance properties together with deformation induced material degradation.
In process simulations, initial material properties, such as material parameters, are typically assumed
to be constant for a given material, i.e. constant across different material batches. In practise, how-
ever, initial material properties exhibit uncertainty due to intrinsic variabilities resulting from, e.g.,
casting and preceding production processes. To enhance metal forming process simulations with re-
gard to variability in resulting material parameters, quantifying such uncertainty is most important
for reliable simulation-based prediction of process-induced material properties.

To this end, a numerically efficient variance-based global sensitivity analysis framework is developed
[1] to quantify the effect of uncertainty of material parameters on damage initiation indicators, such
as stress triaxiality and Lode angle. The established framework incorporates a Gaussian regression
surrogate model along with a Bayesian active learning strategy to improve the computational effi-
ciency. A key challenge in its application to the boundary value problem of a tensile test specimen
are localisation effects of plastic contributions and resulting mesh-dependency observed beyond the
onset of necking, preventing further uncertainty quantification. To overcome such localisation, a
micromorphic- and gradient-type regularisation for plasticity is implemented, which enables uncer-
tainty quantification at high loadings. Its application reveals that extremal values of damage initiation
indicators show particularly high sensitivity for parameters related to nonlinear hardening and un-
derlines the potential of damage control through optimisation of the material's nonlinear hardening
behaviour.

[1]1 M. Boddecker, M.G.R. Faes, A. Menzel, and M.A. Valdebenito. Effect of uncertainty of material pa-
rameters on stress triaxiality and Lode angle in finite elasto-plasticity — A variance-based global sen-
sitivity analysis, Adv. Ind. Manuf. Eng., 7:100128, 2023. https://doi.org/10.1016/j.aime.2023.100128
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Classically, a phenomenological approach (i.e., a constant Taylor-Quinney factor) is chosen to predict
self-heating of metals. However, this approach does not fulfill basic thermodynamic principles [1,2].
In this talk, a thermodynamically consistent expression for the self-heating of thermo-elasto-plastic
metals is derived in a small deformation setting with an isotropic, rate-independent von Mises plas-
ticity theory. Based on the proposed framework, the internal dissipation and the fraction of plastic
work converted to heat (i.e., the Taylor-Quinney factor) is studied in detail. It is shown, that within
this framework the yield stress is additively composed of an energetic and a thermal part, which al-
lows to predict self-heating and stored energy of cold work during plastic deformation of metals. The
proposed model is identified by using infrared thermography measurements [3] conducted during
uniaxial tensile tests on aluminium specimens.

[1] Rosakis, Rosakis et al.: Athermodynamic internal variable model for the partition of plastic work
into heat and stored energy in metals, JMPS 48(3), pp. 581-607 (2000) [2] Bertram, Krawietz: On
the introduction of thermoplasticity, Acta Mechanica 223(10), pp. 2257-2268 (2012) [3] Chrysochoos,
Louche: Aninfrared image processing to analyse the calorific effects accompanying strain localisation,
International Journal of Engineering Science 38(16), pp. 1759-1788 (2000)

Under cyclic loading, residual stresses can significantly affect a metallic component’s performance.
Engineering structure design and manufacturing processes may be improved by having a better un-
derstanding of the amount, occurrence, and behavior of residual stresses under such loading. In
particular, when it comes to extending fatigue life, compressive residual stresses are very advanta-
geous. This is only true, though, if the residual stresses remain in the structure for the whole fatigue
life. For this reason, it is important to examine how residual stresses change during cyclic loading.
An experimental setup to investigate the formation and cyclic evolution of forming induced residual
stresses is given in the talk. Simulations are used in conjunction with the tests to highlight pertinent
problems with modeling residual stress evolution under cyclic loading. Four-point bending specimens
are utilized since they enable a pure bending state which is one of the simplest inhomogeneous load-
ing situations required for residual stress formation. Following the initial loading, they experience
cyclic deformation, which modifies the residual stresses relative to the initial state. The experiment
is terminated at different load cycles during the fatigue life, and the specimens are used to measure
the residual stress condition experimentally using the incremental hole drilling method. Next, a com-
parison is made between the simulation and the experimental results on the evolution of the cyclic
residual stress. The implementation and parameterization of a plasticity model that can capture the
effects of cyclic plasticity are demonstrated and contrasted with experimental data gathered from the
cyclic bending tests. It is shown that modeling the evolution of residual stress is a challenging task
whose results must be carefully evaluated regarding the model definition and parameterization.

Nowadays, gas turbines generate a significant amount of electricity especially in order to close the
gap caused by the unpredictable output of the renewable resources. This running mode implies
various start-ups and shut-downs of the system as well as enormous load changes subjecting the
components not only to high temperature conditions but also cyclic loads in the form of periodic stress
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and strain states. The combination of both, mechanical and thermal demands, greatly influences
the component’s life and may lead to failure earlier than expected. To prevent unforeseen events
and investment costs, an understanding of the material's behavior and response through a reliable
simulation is mandatory.

An advanced constitutive model with hardening and softening rules, including a constitutive equation
for the inelastic strain rate and an evolution equation for the backstress tensor is considered as basis
for modelling the material behavior of high-temperature steels. Since a cycle-by-cycle simulation usu-
ally becomes numerically expensive due to very small time increments, the two-time-scale approach
is implemented to reduce the computational time. It considers a slow time scale, also referred to as
the physical time and accounting for long-term processes as well as a fast time scale describing the
cyclic behavior. The overall aim is to achieve a decoupled system of differential equations using an
asymptotic series expansion in order to solve them separately.

The finite element software ABAQUS is used, including a user material subroutine in combination with
a python script to carry out the solving algorithm of the two time scales.
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A size-dependent mechanical response of metallic, crystalline materials is observed, if the character-
istic dimensions of structural components are of the same order as the characteristic dimensions of
the microstructure, e.g. the grain size. Experimental evidence of this phenomenon is typically found
in wire torsion, thin-film bending, micropillar compression and micro indentation experiments. As
local constitutive models are not capable to reproduce these size effects, local material models are
generally extended by means of a set of additional field variables, which have to satisfy additional
boundary value problems. The latter can be derived for example from the extended principle of vir-
tual power.

In the current contribution, the reduced micromorphic gradient crystal plasticity model, introduced
in [C. Ling, et al.,, Int. J. Solids Struct., 2018, 134:43-69], is adopted and implemented in a rate-
independent format based on an Augmented Lagrangian formulation of the principle of maximum
dissipation [S. Prlger, B. Kiefer, Int. J. Mech. Sci.,2020, 180:105740]. In particular, the implementation
into the finite element code Abaqus is presented, which exploits the analogy between the balance
relation for the micromorphic counterpart of the accumulated equivalent plastic strain and the sta-
tionary heat equation. The robustness and the capability of the model to predict size-dependent ma-
terial response is assessed by means of representative, three-dimensional finite element simulations
of wire torsion and bending.

Simulating the deformation behavior of crystals helps in gaining insights into the behavior of poly-
crystalline materials like metals and alloys. Single crystal plasticity seeks to simulate the mechanical
behavior of a single crystalline grain derived from its crystallographic structure. This approach is
expressed mathematically using the concept of multisurface plasticity. By applying the principle of
maximum plastic dissipation, an optimization problem emerges, wherein the crystal’s slip systems,
determine the constraints.
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Within the context of rate-independent crystal plasticity models, the set of active slip systems may not
be unique, posing a challenge to its algorithmic treatment. Conventional strategies involve an active
set search incorporating diverse regularization techniques [3] or problem simplifications to achieve
uniqueness [1]. Given the need for multiple evaluations in computationally extensive simulations, a
stable, robust, and efficient algorithm is needed.

Recently, a new approach utilizing the infeasible primal-dual interior point method (IPDIPM) [2] has
been introduced in [4]. This method addresses the ill-posed problem without relying on perturbation
techniques. In the IPDIPM, barrier functions are used to penalize infeasible solutions. However, in
contrast to classical penalty methods, this penalization is implemented in a smooth way and grad-
ually increases when the limit of the feasible domain is reached. It involves the so-called barrier
parameter, which approaches zero gradually, creating a sequence of optimization problems to be
solved. This is typically done within a sequence of Newton schemes, wherein the modification of the
barrier parameter has great influence on the performance and stability. This talk especially focuses
on the treatment of the barrier parameter, addresses pertinent numerical aspects of the algorithm,
and explores effects on the algorithm’s performance and convergence.

[1]1 M. Arminjon. A Regular Form of the Schmid Law. Application to the Ambiguity Problem. Textures
and Microstructures, 14:1121-1128, 1991.

[2] A. S. EI-Bakry, R. A. Tapia, T. Tsuchiya, and Y. Zhang. Journal of Optimization Theory and Applica-
tions, 89(3):507-541, 1996.

[3] C. Miehe and J. Schréder. A comparative study of stress update algorithms for rate-independent
and rate-dependent crystal plasticity. International Journal for Numerical Methods in Engineering,
50:273-298, 2001.

[4] L. Scheunemann, P. Nigro, J. Schrdder, and P. Pimenta. A novel algorithm for rate independent
small strain crystal plasticity based on the infeasible primal-dual interior point method. International
Journal of Plasticity, 124:1-19, 2020.

In materials science, microstructure evolution plays a central role in understanding and predicting
the behavior of materials under different conditions. The development of the microstructure is often
subject to certain constraints. A classic example of such a constraint is volume conservation during
plastic deformation in the context of elasto-plasticity.

Within the talk, two principles are compared for the imposition of constraints in evolution equations:
the principle of maximum dissipation with respect to the stresses and the principle of the minimum
of the dissipation potential with respect to the rate of thermodynamic state variables, which can be
derived from a Hamiltonean principle. These principles serve as a basis for the formulation of mate-
rial models that describe the internal structure and the reaction of materials to external influences.
The principle of maximum dissipation provides the most energetically unfavorable form of stress dis-
tribution, while the principle of minimum dissipation seeks the most energetically efficient rate of
change of the state variables.

In general, a discretization has to be applied for the numerical implementation of material models.
Frequently, the discretization does not pay sufficient attention to the exact fulfillment of the con-
straints, which can severely limit the robustness and accuracy of the resulting model. Discretizations
that guarantee compliance with the constraints, such as the exponential map, are often complex and
challenging to implement. However, the principle of minimum dissipation illustrates that it is generally
possible to fulfill constraints precisely with more simple time derivatives via the method of Lagrange
multipliers. Using the example of finite elasto-plasticity, a volume-preserving time integration method
based on backward Euler is presented.
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Runge-Kutta algorithms with adaptive step size control provide reliable tools for the solution of initial
value problems with diagonally implicit Runge-Kutta (DIRK) methods as the most common approach.
In particular, the new low-order explicit last-stage diagonally implicit Runge-Kutta (ELDIRK) methods
are investigated, combining implicit schemes with an additional explicit evaluation as an explicit last
stage. This results in Butcher tableaus with two solutions of different convergence orders suitable
for embedded methods, where the higher-order solution is achieved by additional explicit evalua-
tions. Thus, the iterative solution of non-linear systems is omitted for the additional stage, presenting
a major reduction in computational cost for the determination of a local error estimate. The key
contribution is the application of the novel Butcher tableaux to phase-field problems, solved with
the finite-element method, leading to substantial numerical investigations with an efficient approach
for diagonally implicit Runge-Kutta schemes. The most important aspects are the extension towards
fourth-order methods and the substantial investigations of stability properties which lead to the novel
class of A-stable ELDIRK methods. In accordance, the study of the convergence orders, and compu-
tational efficiency are presented. A local error estimator is presented capturing the evolution of the
phase-field problems, such that adaptive step size control for the new low-order embedded schemes
based on an empirical approach for error estimation is achieved. A suitable parallel algorithm is pre-
sented with conclusive two-dimensional phase-field simulations based on a Kobayashi-Warren-Carter
model including benchmarks for computational efficiency. The higher-order convergence suggested
by the novel schemes is confirmed, and their effective results are demonstrated, resulting in a valu-
able semi-explicit addition to the family of Runge-Kutta time integration schemes.

In computational materials science, EBSD and u-CT scans are key in the early stages of material charac-
terization. However, designing a material to meet specific demands requires a considerable amount
of scans, requesting significant personal and economic resources. The implementation of digital
microstructures as a digital twin presents a more resourceefficient option. These microstructures,
designed to emulate the properties of the scanned samples, are acquired through microstructure
simulations. In this context, it is pivot that the digital microstructures provide a quantitative repre-
sentation of the scanned microstructure. Consequently, the material model used as foundation for
the numerical simulation of microstructure evolution must be as quantitative as possible. Modeling
and simulation of the evolution of a complex microstructure with multiple phases is usually subject
to the multiphase-field method [1], providing a numerically highly efficient treatment of moving inter-
faces [2]. However, even for non-isothermal phase transformations, the thermomechanical coupling
is commonly neglected. Current studies [3] imply that this assumption is not justified, even for small
strains and strain rates, if a non-vanishing coefficient of thermal expansion is considered. There, the
plastic stress power and thermomechanical couple terms are considered as heat sources or sinks,
respectively, regarding phase transformations involving plastification. In the current talk, the role of
the latent heat, cf. [4], supplementing the framework of [3], is discussed with respect to displacive
phase-transformations. Thereby, the growth of an elastoplastic inclusion, embedded in an elasto-
plastic matrix, under external loading, and subject to eigenstrains is discussed.

References
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The phenomenon of strain induced transformation to martensite in metastable austenitic steels is
simulated using a phenomenological material model. It consists of a part that models kinetics of the
austenite to martensite transformation; this is then coupled with a constitutive model that describes
the stress-strain behavior in the resulting austenite-martensite composite. The constitutive model
is based on hypo-elastoviscoplastic formulations, where the evolution of plastic strain in individual
phases is modelled using viscoplastic flow equations. The hardening of the phases is also considered
during the evolution of the plastic strains. The model is implemented as a material routine in a user
element in FEAP using finite strain formulations. The rate equations are integrated with the backward
Eulerimplicittime integration scheme. The parameters of the model are identified using experimental
data of uniaxial tension tests and finally, the model is tested in illustrative boundary value problems.

The modeling of crystalline materials requires the resolution of microscopic details on large length
and time scales to guarantee the description of lattice-dependent features as well as the dynamics
of solidification. The so-called phase-field crystal (PFC) model emerged as a prominent framework
to model crystalline systems [1,2,3]. Indeed, it describes crystalline materials through a continuous
order parameter related to the atomic number density and its dynamic at relatively large (diffusive)
time scales. It describes solidification and crystal growth, including capillarity, elasticity, nucleation,
and motion of defects.

We discuss a recent extension of the classical PFC model: the coupling with a macroscopic velocity
field, explicitly accounting for the relaxation of elastic excitations [4]. We examine how this model
extension influences short- and long range behaviour of the elastic field.

Additionally, we apply our findings to novel aspects which were never touched before within the PFC
framework, e.g. disconnections in two or three-dimensional elastic materials. We compare our results
to molecular dynamics (MD) simulations and show, that the PFC accurately predicts short- and long
range behaviour of the elastic field.

[1]1K.R. Elder, M. Katakowski, M. Haataja, M. Grant, Modeling Elasticity in Crystal Growth, hysical Review
Letters 88, 245701 (2002)
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[3]1 H. Emmerich, H. Lowen, R. Wittkowski, T. Gruhn, G. |. Toth, G. Tegze, L. Granasy, Phase- field-crystal
models for condensed matter dynamics on atomic length and diffusive time scales: an overview,
Advances in Physics 61, 665 (2012)

[4]V. Skogvoll, M. Salvalaglio, L. Angheluta, Hydrodynamic phase field crystal approach to in- terfaces,
dislocations, and multi-grain networks, Modelling and Simulation in Materials Science and Engineering
30, 084002 (2022)
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Mo-based alloys are a feasible alternative to the current high-temperature materials for aerospace
and energy industry applications due to high melting temperatures and exceptional creep resistance.
Usage of Boron and Hafnium to build strengthening phases can improve creep resistance even fur-
ther. In our work, we develop a methodology for study of micromechanics of near-eutectic directional
solidified Mo-Hf-B alloy, containing ductile solid-solution and creep resistant intermetallic phases.
The stochastic stereometric reconstruction technique based on combination of analytic solutions and
Monte-Carlo method is revealed as well as stochastic microstructure generation. The micromechan-
ical origins of eutectics anisotropy are revealed based on single lamellar RVE and analytic solutions.
The phenomenological creep model for eutectic phase is described based on the aforementioned
data. The steady-state creep response as function of microstructural characteristics is presented.
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The modeling of intricate material behavior often requires complex constitutive models comprising
a high number of parameters. In the course of reproducing the material response in creep recovery
experiments via FE simulations of the biobased epoxy RE/DA-LIM derived from resorcinol diglycidyl
ether (RE) and the hardener diamine-limonene (DA-LIM), we demonstrate a multistage procedure to
separately calibrate parameters related to the elastic, viscoelastic, and viscoplastic domain, respec-
tively, of a sophisticated viscoelastic-viscoplastic (VEVP) model. This model connects a hyperelastic
bi-logarithmic elastic potential with quadratic dissipation in Maxwell branches to a viscoplastic for-
mulation capable of capturing compression-tension flow asymmetry as well as isotropic and kine-
matic hardening. Each of these features encompasses multiple parameters, totaling 50 for the entire
model. For calibrating those corresponding to the viscoelastic regime in a first step, we fit DMTA-TTS
derived storage and loss modulus data, respectively. Subsequently, an inverse parameter identifica-
tion is conducted by employing global optimization techniques for identifying the parameters related
to the viscoplastic and elastic domain. To this end, data from several experimental setups is consid-
ered simultaneously by using an appropriate error measure. This approach represents a promising
step in modeling the complex material behavior of biobased thermosets.

In the field of elastomer technology, elastomer blends are widely utilized. In this study, the focus is on
blends consisting of natural rubber and styrene-butadiene, with a volume fraction of 50%. Blends of
these materials are especially prevalent in tire manufacturing. Within the examined mixture, there ex-
ists an interphase alongside the pure phases. Naturally, the polymer chains of each material solely ex-
istin a pure phase. In between, there is an overlap at the phase transition between natural rubber and
styrene-butadiene polymer chains. Describing and characterizing this viscoelastic material behavior
requires considering the interphase. Since there is no secure knowledge concerning the properties
of the interphase region, applying a pragmatic approach employing image processing techniques is
well justified.

The use of a phase parameter allows for the description of the elastomer blend, wherein the parame-
ter can take values between 0 and 1. Values of 0 and 1 indicate the pure material phases, while values
in between represent a diffuse interphase. Previous methods for morphology analysis employed the
Allen-Cahn equation to capture the multi-phase structure of the blend. However, this approach en-
countered computational time issues, since every morphology with varying interphase widths had
to be calculated from scratch. The main advantage of the novel techniques lies in its computational
efficiency compared to solving the Allen-Cahn equation.
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In describing the viscoelastic material behavior, the characteristic properties of storage modulus and
loss modulus are of greater significance. These describe the portion of energy stored in the material as
deformation energy and the portion of energy dissipated as heat due to internal friction or dissipation
when the material is stressed.

To this end a representative section of the microstructure, obtained from atomic force microscopy
(AFM) is processed to determine the phase parameter. From this, the storage and loss moduli are cal-
culated with spatial dependence across the microstructure. Elastomers exhibit frequency-dependent
properties, thus analyzing the frequency dependence of these moduli is crucial. Different morpholo-
gies, based on the standard deviation of the Gaussian filter, allow for variation in the interphase.
Three such morphologies with standard deviations o= 5, 10, 15 were considered, and the frequency-
dependent storage and loss moduli were calculated. Additionally, a finite element analysis was con-
ducted to examine the different morphologies under shear loading.

This comprehensive investigation presents an alternative methodology for describing the complex
structure-property relationship of elastomer blends, particularly concerning their interphase and its
effects on viscoelastic behavior under various conditions.

This study aims to experimentally determine the higher material parameter g of a metamaterial with
a triangular substructure and validate a higher gradient elasticity model for beams with internal sub-
or microstructures. Previous investigations into higher gradient elasticity models of Bernoulli-Euler
and Timoshenko beams with periodic triangular substructure have demonstrated that the flexural
stiffness is highly dependent on the geometric parameters of the lattice structure. The experimental
approach involves the additive manufacturing of beams with triangular substructures using Fused
Deposition Modeling and Stereolithography. These beams were subsequently subjected to tensile
and bending tests. Three variations of beams with different numbers of layers (one, two, and four
layers) of triangular structures were manufactured, utilizing two different materials, namely Poly-
lactic Acid (PLA) and epoxy resin. The higher material parameter g was quantitatively determined
based on the experimental results using an inverse analysis. In addition to the primary objective, this
study investigates the relationship between flexural stiffness and the geometric parameters of the
lattice structure. Another focus is on examining the influence of curing time on the elastic properties
of epoxy resin. The experiments encompassed tensile and bending tests on the triangular beams,
with numerical and experimental results compared using digital image correlation. Based on the ex-
perimental data, a higher gradient material parameter representing the geometric structure of the
lattice was identified. Overall, this study significantly contributes to the current understanding of
metamaterials and higher gradient elasticity models for beams with internal sub- or microstructures.
The quantitative results provide a foundation for further refinement of numerical models and de-
sign guidelines for metamaterials. Additionally, future studies will extend the investigation to encom-
pass a comprehensive mechanical characterization of innovative composite materials that combine
biopolymer reinforcement with mushroom-based components. This endeavor aims to gain a thor-
ough understanding of their mechanical performance and assess the potential applications of these
novel materials across various industries.

The objective of this work is to develop a phenomenological finite plasticity theory which describes
the evolution of the anisotropy. We develop a framework of a general finite plasticity theory, some
special cases are examined and the case of a so called Material Plasticity is examined more closely,
assuming that the axes of anisotropy deform as material line elements. It will be applicable to, e.g.,
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fiber reinforced materials. The main difference to a common plasticity theory is the different evolution
of the stiffness tetrad and of the stress-free placement during a plastic deformation. For a verification
of the results of this theory and to identify and compare the stiffness tetrads before and after large
plastic deformations, a representative volume element (RVE) with a fibrous microstructure is used.
Therefore we use the finite element program Abaqus and its scripting language Python. Uni-, bi-
and and tri-directionally reinforced samples are considered. On the microscale, a finite elastic-plastic
material model based on the concepts of isomorphy and maximum plastic dissipation is used. After
calculating the effective stiffnesses of the different material samples, we investigate their evolution
during different deformations. In addition, we present a fast algorithm to determine the distance of
such a measured stiffness tetrad to all possible symmetries of an elastic stiffness tetrad. Therefore,
we develop a projection method using an 8th-order tensor covering all group elements of the chosen
symmetry group. Then itis necessary to find out how to predict the evolution of the stiffness tetrad. It
turns out that it is possible to denote the change of the stiffness tetrad with sufficient accuracy using
one additional 2nd-order tensor. We finally propose an analytical evolution equation for this tensor.
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Materials like thermoplastic composites exhibit anisotropic behavior, and their characteristics may
vary between the manufacturing samples due to inability to precisely control the manufacturing pro-
cess. Due to lack of knowledge on this variation, one may incorporate the epistemic knowledge in
the description of material properties by use of the probability theory. For this purpose one has to
develop the stochastic model that may represent the material symmetry or its corresponding char-
acteristics (e.g. constitutive parameters) as uncertain. To achieve this, one may model the material
properties as symmetric and positive definite stochastic (SPD) tensors, the prior knowledge of which
is described with the help of the maximum entropy principle. This talk focuses on the modeling of
stochastic tensors of material properties such as thermal conductivity by use of the parametric ap-
proach [1]. The idea is to generate an ensemble of SPD tensors for which certain classes of spatial
symmetries and invariances are prescribed together with the second order statistics of a possible
higher spatial invariance class. We show that the parametrization of the model reduces to the so-
called scaling and rotation related parameters that describe the uncertainties representing the cor-
responding symmetry class and orientation, respectively. The previously mentioned parameters are
then modelled with the help of independent random variables on a manifold structure with the as-
signed probability distribution coming from the maximum entropy principle. To showcase the model,
we apply the proposed approach on 2D and 3D numerical examples involving multiphysics problem
such as induction welding of the thermoplastic composite.
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Viscoelastic phenomena are present in every-day materials in engineering e.g., polymers, and bitu-
men materials. Materials like rubber present linear behaviour only if small deformations and small
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perturbations from the thermodynamic equilibrium are imposed. Thus, collective effort has been set
to develop a model that can describe these materials at large deformations, see [1]. Moreover, the
viscoelastic non-linearity can be a consequence of the stress, temperature and/or ageing; therefore,
the single-integral Schapery model [2], derived from thermodynamic theory of irreversible processes
and implemented to investigate the non-linearity due to stress and temperature [3], is considered in
this work.

The aim is to collect data from experimental models and fit them into the material functions and time
scale shift factors. A finite element scheme for the Schapery model based on a stress-update algo-
rithm is proposed. For this, the decoupled deviatoric and volumetric responses and the strain tensor
decomposition into instantaneous and hereditary parts are carried out [4]. The Schapery model is
expected to depict precisely the non-linear viscoelastic phenomenon in creep and recovery strain
tests.

[1]1S. Reese, S. Govindjee. A theory of finite viscoelsticity and numerical aspects. International Journal
of Solids and Structures, 35, 3455-3482, 1998.

[2] R. A. Schapery. On the characterization of nonlinear viscoelastic materials. Polymer Engineering
& Science, 9, 295-310, 1969.

[3] M. Henriksen. Nonlinear viscoelastic stress analysis- a finite element approach. Computers &
Structures, 18, 133-139, 1984.

[4] R. M. Haj-Ali, A. H. Muliana. Numerical finite element formulation of the Schapery non-linear vis-
coelastic material model. International Journal for Numerical Methods in Engineering, 59, 25-45, 2004.

Finite linear viscoelastic (FLV) or quasi-linear viscoelastic (QLV) models are commonly used to model
the constitutive behavior of polymeric materials. However, these models’ limitations in accurately
describing nonlinear viscoelastic phenomena, particularly in capturing strain-dependent viscous be-
havior, motivate the development of alternative methodologies. In response to this issue, we intro-
duce viscoelastic Constitutive Artificial Neural Networks (vVCANNSs), a novel physics-informed machine
learning framework. vVCANNS rely on the concept of generalized Maxwell models with nonlinear strain
(rate)-dependent properties represented by neural networks. With their flexibility, vCANNs can au-
tomatically identify accurate and sparse constitutive models for a wide range of materials. To as-
sess the capabilities of vCANNS, extensive training was conducted using stress-strain data from syn-
thetic and biological materials subjected to diverse loading conditions, e.g., relaxation tests, cyclic
tension-compression tests, and blast loads. The results show that vCANNs can learn to accurately
and efficiently represent the behavior of these materials without human guidance. We showcase the
seamless integration of vVCANNS into existing Finite Element codes through illustrative examples. This
integration underscores the practical applicability of vCANNSs in the field of applied mechanics.

Epoxy-based materials are frequently exposed to high-humidity environments in many engineer-
ing applications, resulting in material properties degradation. In this study, we develop a physics-
informed neural network to predict the nonlinear viscoelastic/viscoplastic/damage behaviour for
epoxy-based nanocomposites at finite deformation. In our previous work, we developed a long-short
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term memory unit (LSTM)-based model [1] to replace the implicit time integration scheme and acceler-
ate finite element (FE) simulations. The deep recurrent neural network (RNN) was adopted for the vis-
coelastic/viscoplastic modelling in the three-dimensional space and an accurate representation of the
state variables. The predictive capability of the RNN model was evaluated using FE simulations. How-
ever, pure black-box data-driven models mapping strain to stress without considering the underlying
physics suffer from unstable and unrealistic performance. Therefore, we propose a physics-informed
neural network which predicts the stress-strain behaviour at finite deformations by considering the
universal thermodynamics principles [2]. We train our model for the one-dimensional case to show
that a physics-informed neural network can outperform a classical constitutive model. We perform
experiments under cyclic loading-unloading conditions with moisture content at different tempera-
tures and use these to calibrate the material model. The numerical results show an improvement of
the accuracy compared to the classical approach.

The constantly advancing technologies in manufacturing processes allow to develop more and more
new materials. To accurately predict their material behavior, novel material models and combinations
of existing, sophisticated models need to be developed. So far, plenty of constitutive models exist that
have been derived from the principles of thermodynamics. But for innovative material combinations,
questions arise on which constitutive model should be chosen and how to formulate a novel accurate
model. In order to facilitate finding of suitable new models, in this work, we make use of data-driven
models using machine learning to predict the mechanical behavior by constitutive artificial neural
networks (CANN). Promising results for elastic material behavior have already been described by Linka
et al. [1], and an extension to visco-elastic behavior has recently been published by Holthusen et al.
[2]. However, the extension to elasto-plastic material behavior is still open. Thus, we propose a novel
formulation of constitutive artificial neural network, based on the mentioned works above, that can be
applied to elasto-plasticity by combining feed-forward networks of the Helmholtz free energy and the
yield function. Physical information such as stress-strain data and conditions from materials theory
will be incorporated, such that the resulting physics-informed CANN directly results in constitutive
models that fulfill the principles of thermodynamics a priori. As a result, this work introduces a novel
formulation of constitutive artificial neural network that captures elasto-plastic material behavior.
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Centuries of physics have led us to uncertainty-free conversational laws of solids in a continuum me-
chanical context. These principles of thermodynamics are valid regardless of the specific material
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behavior of interest. Deduced from these principles, several material models for hyperelastic materi-
als have been derived that satisfy these principles. However, in contrast to these principles, the ability
of certain models to describe different materials is limited. Usually, we pre-select a material model
to fit the experimentally obtained data. This implies the intrinsic problem that we may have already
chosen a model that is inadequate. This is already problematic for elasticity and is even worse for
inelastic material behavior. To circumvent this, machine learning algorithms are best suited to learn
the best possible model to explain the data. However, these can suffer from unphysical behavior,
especially for prediction. Therefore, several years ago, a family of Constitutive Artificial Neural Net-
works [1-2] was developed that combines thermodynamic knowledge with modern machine learning
techniques. These networks are designed to satisfy thermodynamics a priori, but are limited to elas-
tic behavior. The question is how to extend them to inelastic materials. One general way to do this
is to introduce a pseudo potential in the form of the thermodynamic driving force associated with
the inelastic rate [3]. Here we extend CANNSs to inelastic material behavior (iCANN) [4-5]. Therefore,
our network learns both the Helmholtz free energy and the pseudo potential. Thus, thermodynamics
is still satisfied a priori regardless of the inelastic phenomena. With the help of iCANNSs, the vari-
ous inelastic phenomena hidden in the experimental data, such as plasticity, viscosity, degradation,
growth and remodeling, may be identified and revealed to us. Here, we demonstrate that our iCANN
is capable of discovering a model for the visco-elastic behavior of polymers and skeletal muscle data.

[1]1 K. Linka, M. Hillgartner, K. P. Abdolazizi, R. C. Aydin, M. Itskov, and C. J. Cyron, Journal of Computa-
tional Physics 429, 110010 (2021).
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[4] H. Holthusen, L. Lamm, T. Brepols, S. Reese, and E. Kuhl, arXiv:2311.06380,
https://doi.org/10.48550/arXiv.2311.06380 (2023).

[5] H. Holthusen, L. Lamm, T. Brepols, S. Reese, and E. Kuhl, Zenodo,
https://doi.org/10.5281/zenodo.10066805 (2023)

Neural networks (NN) often refer to constructs that can process large amounts of data and attempt
to find relationships between different variables. A prominent example is user data from social net-
works (interactions) being used to determine user preferences. Based on the collected data, auto-
matically adapted user-specific advertising is created. In addition to such almost purely data-driven
approaches, NNs have increasingly become the focus of physically motivated research problems in
recent years.

Classical feed-forward NNs provide accurate interpolation functions, but most of them are very poor
at extrapolation. Another problem is related to the networks sensitivity towards noisy experimental
data, which results in a poor performance due to a misplaced focus on deviations in the training set
during training. In addition, in most cases the network has to learn the known physical principles from
scratch. However, it has been shown that the neural network can be forced by its construction to fulfill
some bounds for the specific output variables. Here, the choice of input and output variables can
also have a major influence. Derived variables, such as invariants, can be used as input variables and
automatic differentiation (AD) can be utilized to calculate the change in all related quantities. PINNs
(physically informed NNs) are a second approach that heavily relies on AD. Differential relations can
be trained here in a softer way, as additional points outside the training set are employed to create
a second loss function defined by a differential equation rather than by the error between calculated
or measured targets and the network output.

This contribution looks at these physically motivated neural network approaches in the field of mate-
rial modeling. Besides a discussion on the selection of the best input and output variables, physical
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axioms such as the non-negativity of the strain energy function or the use of invariants as input vari-
ables of the network are also considered in the construction and training of the NNs. In addition
to insights regarding the derivation of elastic and hyperelastic materials based on a small amount of
data, the creation of a viscoelastic material model is presented. The trained networks are then used in
a three-dimensional finite element framework and compared with classical material models in terms
of accuracy and computational effort.

Artificial neural networks (ANNs) and data-driven approaches recently have gained widespread pop-
ularity for solving computational problems. This is also the case for the modeling and simulation of
polymers exhibiting complex non-linear material behavior. Modeling such behavior can be challeng-
ing, in particular for complex or noisy experimental data. In this context, ANN models emerge as fast,
efficient and highly flexible alternativesto classical models.

Recent advances underline the enhanced performance of ANNs through the integration of physical
insights. We do so by adapting the so-called Rao-Blackwell theorem to this purpose [1]. The theorem
was established for statistical models and improves an initial estimator. It can be proven that the
improved estimator yields a smaller or equal mean-squared-error compared to the initial estimator,
making Rao-Blackwellization a powerful method even for coarse data sets. To be more precise, it
utilizes sufficient physical information for a material model, replacing the statistical modeling frame-
work of the original algorithm. This new method moreover complements other approaches such as
physics-informed neural networks (PINNs) [2] and constitutional artificial neural networks (CANNS)
[3], still preserving the optimality condition.

Different facets and benefits of the proposed method are discussed, using isotropic rubber elasticity
as a case study. Beginning with raw DIC data from a tensile experiment of 3D-printed Thermoplastic
Polyurethane (TPU), we impose multiple constraints, such as isotropy, material invariance and differ-
entiability, to guide the augmentation of ANN training data. In addition, we present how an imple-
mentation of physically sound constraints into an ANN leads to poorer predictions, if the constraints
impair the underlying scheme. The talk concludes with a comparison of finite element simulations
using the ANN models against experimental reference, highlighting the importance of a sophisticated
improvement scheme.

[1] G. Geuken, J. Mosler and P. Kurzeja, Incorporating sufficient physical information into artificial

neural networks: a guaranteed improvement via physics-based Rao-Blackwellization.  2023.
https://doi.org/10.48550/arXiv.2311.06147

[2] M. Raissi, P. Perdikaris and G. E. Karniadakis, Physics-informed neural networks: A deep learning
framework for solving forward and inverse problems involving nonlinear partial differential equa-
tions. J. Comput. Phys. 378, 2019. https://doi.org/10.1016/j.jcp.2018.10.045

[3] K. Linka, M. Hillgartner, K.P. Abdolazizi, R.C. Aydin, M. Itskov and C.J. Cyron, Constitutive artificial
neural networks: A fast and general approach to predictive data-driven constitutive modeling by deep
learning, J. Comput. Phys. 429, 110010, 2021. https://doi.org/10.1016/j.jcp.2020.110010

In this presentation, we discuss the material model introduced by Haddenhorst et al. [1] to describe
the evolution of olivine crystals, in particular iron-based Fayalite crystals, which are affected by the
diffusion of magnesium ions. These crystals are present in magma and understanding their behavior
is an important aspect in improving prediction tools for volcanic eruptions. [1]
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Thanks to this model, it is possible to make predictions about the stability of such crystals based
on the environmental conditions. The results of our investigation with regards to the stability are
presented, and we discuss possible ways to expand model to improve its accuracy and widening its
scope of applications.
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Paper and paperboard are commonly utilized as writing, printing, and packaging materials. Nonethe-
less, paper’s exceptional mechanical properties and excellent recyclability make it a viable substitute
for classic engineering materials such as metals or plastics.

This is due to the microstructural fiber network present in paper which strongly impacts macrostruc-
tural properties, including in- and out-of-plane anisotropy, as well as tear strength. Macrostructural
issues such as problems with folding processes or package instability are often associated with this
network, specifically the fiber volume fraction and orientation. While there is extensive research on
paper composition, the distribution of fiber orientation and volume fraction remains poorly under-
stood. Although these distributions are intriguing per se, they hold significant value as input data for
computational models on a network scale.

Therefore, gaining a more profound understanding of the microstructure through non-destructive
imaging methods is worthwhile. These methods have proven effective in numerous applications with
various materials in the past. We examined a three-layered paperboard, with a grammage of 240
g/m?, intended for packaging liquids, to investigate its fiber distribution. Forty samples from both
edge and center positions of a single paper roll have been extracted, to observe the microstructural
disparities within the roll. Thereafter, we conducted micro-CT scans, which yielded data on the entire
paper thickness. After segmenting and identifying individual fibers, their orientations were described
through orientation tensors for cell sizes of 500x500x2 microns.

The analysis computed the principal directions for over 20,000 cells/orientation tensors, revealing
that the fibers are predominantly aligned in-plane. There are no notable differences in out-of-plane
anisotropy between center and edge positions. However, center positions in the paper roll exhibit a
larger in-plane scatter. The fiber volume fraction tends to be higher in the top and bottom layers of
the paperboard compared to the middle layer.

Parameters for multiple non-periodic and periodic probability density functions were established via
the use of a maximum likelihood method. The goodness of fit for parametrized probability density
functions was evaluated, and the top-performing candidates were identified. These functions will be
implemented in the future for generating network models for computational analysis.
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Microgels are cross-linked polymer networks at the micrometer scale, exhibiting a state of swelling in
a solvent. They possess a number of promising properties, such as biocompatibility, environmental
friendliness, adhesion, antibiofouling behavior, and biodegradability. However, the small dimensions
of microgels pose challenges in the acquisition and analysis of mechanical data, thereby necessitat-
ing specialized methodologies for comprehensive investigation. In this contribution, computer vision
is coupled with in situ microscopy on a single microgel to collect real mechanical datasets at the mi-
crometer scale. A deep convolutional neural network will be designed to detect deformation field
from image inputs. The efficacy of its predictions will be illustrated through the utilization of both in
silico and real experimental data.

The parameter identification problem on the basis of finite elements using least-squares in combina-
tion with full-field data, for example, digital image correlation data to provide the deformation fields,
is more or less well established. It can be treated either by the so-called reduced formulation or
by the all-at-once approach. The basic differences become apparent if the constitutive models are
formulated as elastic or inelastic on the basis of evolution equations.

In the presentation, the forward or direct problems using finite elements are discussed first within
the method of vertical lines, i.e. the clear treatment of space and time discretization. Afterwards, the
frequently so-called reduced formulation is discussed, where the finite element results are directly
compared to the experimental data. In this context, it becomes clear that the implicit function theo-
rem is exploited. Then, the entire scheme is compared to the so-called all-at-once approach where
both the equilibrium conditions, or the resulting system of differential-algebraic equations, are min-
imized on the same level as the residual between the state, i.e. the unknown displacements and
reaction forces, with the experimental data of the full-field data or the force gauge information of the
testing machine.

It is tried to clearly distinguish the unknowns, prescribed nodal displacements, and reaction forces.
The advantages and disadvantages of the methods are worked out. Furthermore, it is compared to
the virtual field method.

Glass has various physical properties that make it a versatile material in industry. These properties
are particularly important in the field of optics. Material properties such as thermal and chemical re-
sistance, electrical insulation and hardness should be emphasised and distinguish glass from trans-
parent plastics. In the production of high-performance lenses in the field of optical lasers, the require-
ments for precision and flexibility in shaping are constantly increasing. To meet these requirements,
additive manufacturing processes are becoming increasingly important. Despite the large number of
manufacturing processes, high temperatures are usuallyrequired to bring the starting material into
the desired shape. The temperature and its gradients significantly influence the material properties
of glass during the phase transformation. The local fusion of material at the interface between the
particles taking place at high temperatures is a multiphysics process in nature. The mathematical
model of multi-field problems is challenging due to thermodynamics-dictated principles. In order to
fulfill the thermodynamic consistency, an extension of the Hamilton principle is employed to drive the
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governing differential equations. The evolution equations and corresponding driving forces formu-
lated within this framework are thermo-mechanically coupled. A hybrid strategy based on both finite
elements and mesh free finite differences methods is utilized to numerically implement the mathe-
matical model. This procedure is called the Neigbhored Element Method (NEM). The numerical code is
implemented in the ANSYS software environment. The aim is to simulate the phase transformation of
glass during additive manufacturing processes. The influence of different temperature gradients and
different process parameters should be taken into account. Such numerical tool provides insights
into controlling the design parameters of 3D printed parts such as unwanted distortions, residual
stresses and desired mechanical stiffness.

Simulating the behavior of materials with microstructure evolution is complex and the simulation
time can be significantly longer compared to elastic materials. The reason for this is that the state of
the microstructure changes with time and load and therefore evolution equations have to be solved
at each quadrature point at each time the residual or tangent matrix is computed. Reducing the
simulation time while maintaining the accuracy of the results is a very important and interesting topic
nowadays. In this work, the 1-point quadrature method for the behavior of viscoelastic material for
6-node triangular elements (T2 elements) is investigated. Hyperelastic materials have already been
simulated in previous studies (Bode 2023 [1]) using the 1-point quadrature method for higher order
elements and have shown good results.

The evolution equation for viscoelasticity can be derived, for example, using Hamilton’s principle
(Junker et al. 2018 [2]). Using the non-conservative model, the virtual strain energy can be approxi-
mated by a Taylor series expansion of the stress with respect to the strains. In turn, the strains can
be expanded with respect to the spatial terms. The geometric moments required for the one-point
integration can be calculated via a surface integral in preprocessing. By using 1-point integration, the
viscoelastic evolution equations only have to be evaluated at a single point per element, despite the
higher order approach. The investigation of time efficiency in terms of assembly time while maintain-
ing accuracy in the integration is investigated.

[11Bode, T. One-point quadrature of higher-order finite and virtual elements in nonlinear analysis.
Comput Mech (2023).

[2)Junker, P., & Nagel, J. (2018). An analytical approach to modeling the stochastic behavior of visco-
elastic materials. Zeitschrift fir Angewandte Mathematik und Mechanik, 98(7), 1249-1260.

Precipitation hardening is a well known heat treatment to enhance the mechanical properties of met-
als. However, this technique can also be applied to ferroelectric crystals, as recent studies have
shown. As an alternative to doping, it effectively reduces domain wall mobility as well as heat dis-
sipation and by that enhancing the mechanical quality factor of ferroelectric materials. Determining
the optimal shape and size of the precipitates represents a question of active research with the goal
to improve the efficiency of ferroelectric material. This work aims at optimizing the geometry of pre-
Cipitates inside their matrix by minimizing the total energy resulting from bulk and interface contri-
butions. We compare different geometrical approaches with elliptical shapes and interfaces defined
by splines. The model is later on extended by an established phase field approach to simulate the
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polarization field in ferroelectric material. The pinning effect of precipitates on domain walls is ana-
lyzed with finite element computations. This allows to determine favorable shapes and distributions
of precipitates.
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Organosilane-derived aerogels have generated considerable interest for their capability to confer spe-
cific chemical functionalities, such as hydrophobicity and flexibility. This study examines the structure
modeling of flexible, opaque aerogels made from organoalkoxysilanes.

The pH of sol-gel polymerizations is one of the most critical reaction and processing parameters in de-
termining the porosity, density, strength, and transparency of resulting gels. Achieving optical trans-
parency in aerogels depends on the presence of homogeneous, mesoporous network structures. To
account for the effect of pH, a connection between pH and sticking probability was incorporated into
a three-dimensional cluster-cluster aggregation (CCA) model, providing insight into the gelation pro-
cess. Additionally, this study considers size-dependent diffusivities. Furthermore, an exploration into
modeling phase separation in gels is undertaken, assuming the existence of impurities.

By incorporating different factors into the CCA model, we assess their impact on gelation kinetics. The
obtained mesoscopic structure is compared to experimental characterizations, together with prelim-
inary mechanical simulations, marking the first step for upcoming research.

This work is concerned with the modeling of a cold-box sand, a composition of sand grains and a
resin binder. To this end, experiments are performed which show the following characteristics: lo-
calization phenomena in form of a shear band, softening behaviour in the force-displacement curve,
asymmetric behaviour for compression and tension. These complex characteristics require a sophis-
ticated material model. For this purpose a micropolar continuum, which is a special case of the mi-
cromorphic continuum, is used. In addition to the degrees of freedom of a classical continuum, the
micropolar model has additional degrees of freedom in the form of micro-rotations, which represent
the grains of sand in our analysed material. The macro-part of this model represents the binder of
the cold-box sand. In order to make the micropolar model as flexible as possible, two flow func-
tions are introduced; one for the macro-part and one for the micro-part. These two flow functions
can be implemented independently or coupled, depending on the application. For the coupled case,
the radial-return algorithm is no longer sufficient, so that the local iteration is calculated with the
Fischer-Burmeister residual. Due to the lack of rotational symmetry in the experimental results, it is
not possible to compute in two dimensions; instead, a 3D model is used for the simulation.

This research presents a computational model designed to simulate the compression of non-woven
materials composed of entangled, non-cross-linked fibre systems. These materials undergo varying
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compression states, notably during processes like needle-punching in their production [1]. Under-
standing the microstructure at different compression states is crucial for accurately simulating the
macroscopic behaviour of non-woven materials in such scenarios.

To address this, a discrete computational model treating fibres as chains of interacting spheres is pro-
posed. A quasistatic, uniaxial load is incrementally applied to achieve the target compression state.
The numerical implementation, utilising force-based dynamics for discrete particles, incorporates re-
covery forces originating from the fibre elasticity and repulsive forces at the contact sites of the fibres.
The frictional behaviour of the fibres is also described in the numerical model. The algorithm has been
optimised for enhanced computational efficiency when simulating a large number of fibres.

The model allows for the virtual compression of the fibre system, enabling the simulation of final
configurations at any compression state, given the initial fibre topology and relevant material param-
eters. Furthermore, it provides a load-compression relationship, thereby serving as a homogenization
method for understanding the mechanical behaviour of such microstructural materials.
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For elastic-plastic material modeling, it is essential to determine a hardening curve. This study com-
pares the hardening curves from tensile test and simple shear tests for modelling a epoxy bondline
with surface toughening elements. Surface tough